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Introduction 
 
 
 
 
What is referencing? It is a way to demonstrate that you have extended your learning. 
 
Three reasons for referencing: 


 To let the reader know whose ideas you are using 
 To enable your reader to check your information 
 To provide information for your reader. 


 
 
TERMINOLOGY: 
 
A citation is a reference to a document. It should include all the bibliographic details needed to 
trace the document. 
 
Footnotes are listed at the bottom of the page on which a reference or citation occurs in the text. A 
number is placed in the text to indicate the cited work and again at the bottom of the page in front 
of the footnote. Footnotes are used when only a small number of references need to be made. 
 
A reference list is the list of citations (material cited) in a written work. It shows the authority on 
which you base statements in the text, shows how well acquainted (how widely read) you are with 
the subject, and is a starting point for anyone else wanting to find out about the subject. 
 
A bibliography is a list of documents (books, articles, papers) read for a specific essay or 
assignment. All these references are not necessarily included in the list of references. 
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Tips on writing and referencing 
 
Collecting information: 
 


 Broad and deep research is the essential basis of an essay 
 
Using the Internet: 
 


 Use the internet – but with care and discrimination. 


 Always state the date you visited the site. 


 Where possible, identify the author. 


 
Writing: 
 


 A well thought-out structure is at the heart of every good essay. 


 You do need a solid introduction. 


 You need a tight, powerful conclusion that is the logical consequence of everything that has 
gone before. 


 You need to organise your material so that it flows from one area, sub-section or argument 
to the next in a logical order. 


 Keep checking that you are remaining on track throughout the essay, don’t wander off the 
subject. 


 A good student not only has good ideas to write about, but also can write about them well. 


 Do not use superfluous words, phrases or sentences. 


 Construct your sentences carefully. 


 
General tips: 
 


 Don’t cheat. Plagiarism – using other people’s words and ideas without acknowledging 
where you got them from – is regarded as an enormous sin. Make sure your references are 
perfect. 


 Try a fresh, original approach. 


 Argue your case with your own point of view. Try to avoid formulas, clichés, and the 
obvious approaches. 


 Illustrate your points with up-to-date examples. 


 Don’t fill and essay with irrelevant historical detail. 


 Check spelling and punctuation.  


 Ensure your essay is the required length. 


 Bring your subject to life! 
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Commonly used abbreviations 
 
Appendix    - app. 


Chapter    - ch. 


Column    - col. 


Columns    - cols. 


Editor     - ed. 


Editors     - eds. 


Edition     - edn. 


Editions    - edns. 


Number    - no. 


Numbers    - nos. 


No date    - n.d. 


No place, no publisher, no page - n.p. 


Page     - p. 


Pages     - pp. 


Paragraph                                            -          para. 


Revised    - rev. 


Reprinted    - rpt. 


Supplement    - Suppl. 


Technical Report   - Tech. Rep. 


Translated, translator   - trans. 


Volume    - vol. 


Volumes    - vols. 


Written    - writ. 


Latin abbreviations 
 
And others    - et al.   (et alii) 


 Used where there are too many authors to list 


In the same work   - ibid.  (ibidem) 


 Signifies the same work as the one cited immediately before, but a different page 


The same    - id.  (idem) 


 The item cited is by the author of the item cited immediately before 


In the work cited   - op. cit.  (opere citato) 


Refers the reader back to the author’s previously cited work, but to a different page 


Without place    - s.l.   (sine loco) 
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Sample paragraph and reference list: Harvard method1 
 
Many researchers have investigated the use of technology in Higher Education (Blake, 1998; 
Davis, 1987:45; Johnson, n.d.; Tyson, Burke & Jacobs, 1994). According to Blake (1998:234; 
1999a; 1999b:4), new technologies such as CD-ROMs, the Internet, and mobile technologies hold 
great promise for the future of education, but other researchers (Johnson, n.d.; Education Trust, 
2000) caution that the use of technology in educational settings should be studied in greater depth 
to evaluate its effectiveness. A longitudinal study by Tyson et al. (1994) showed that technology 
can enrich education, if used by a skilled teacher. 
 
The Internet offers some useful resources on this topic, including Johannesburg University’s 
EdTech (http://www.joburg.ac.za/EdTech/), which provides information relevant to the South 
African context. Other resources include brochures by the Education Trust (e.g. 1999), and a 
toolkit on using technology in the classroom by Mellers (1998). 
 
 
 
Reference list 
 
Blake, N. (1998). Using the web in undergraduate education. Journal of Educational Computing, 
5(2):234:251. 
 
Blake, N. (1999a). The promise of mobile technologies for education. Edulink, 3(2). Available from 
http://www.joburg.ac.za/edtech/pubs/edulink/992/blake.html. (Accessed 8 February 2001). 
 
Blake, N. (1999b). Higher Education in the 21st century. New York: University Press. 
 
Davis, K. (1987). Computer-based training for accountants. Unpublished doctoral thesis. Rand 
Afrikaans University: Johannesburg, South Africa. 
 
Education Trust. (1999). Using videos in your classroom (Brochure). Sandton: Eduprint. 
 
Education Trust. (2000). Issues in the use of educational technologies: Report to the Executive 
Committee. (Available from Landry, S. Education Trust, 501 Grayston Drive, Sandton, South 
Africa). 
 
Johnson, L. (n.d.). Will technology save the education system? Available from 
http://www.netscape.com/users/johnl/save.html. (Accessed 16 January 2000). 
 
Mellers, A. (1998). Transform your classroom with technology  (CD). Sacramento:Crunch Pod 
Media. 
 
Tyson, T., Burke, R.L. & Jacobs, G.M. (1994). Preliminary findings regarding the use of computers 
in secondary schools. Paper presented at the meeting of the South African Association for 
Teachers: Bloemfontein, South Africa. 


                                                 
1 Please note that all the sources used in this example are completely fictional, and were only created to illustrate the 
different reference techniques discussed in this publication. 
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Sample paragraph and reference list: APA style2 
 
Many researchers have investigated the use of technology in Higher Education (Blake, 1998; 
Davis, 1987; Johnson, n.d.; Tyson, Burke & Jacobs, 1994). According to Blake (1998; 1999a; 
1999b), new technologies such as CD-ROMs, the Internet, and mobile technologies hold great 
promise for the future of education, but other researchers (Johnson, n.d.; Education Trust, 2000) 
caution that the use of technology in educational settings should be studied in greater depth to 
evaluate its effectiveness. A longitudinal study by Tyson et al. (1994) showed that technology can 
enrich education, if used by a skilled teacher. 
 
The Internet offers some useful resources on this topic, including Johannesburg University’s 
EdTech (http://www.joburg.ac.za/EdTech/), which provides information relevant to the South 
African context. Other resources include brochures by the Education Trust (e.g. 1999), and a 
toolkit on using technology in the classroom by Mellers (1998). 
 
 
 
Reference list 
 
Blake, N. (1998). Using the web in undergraduate education. Journal of Educational Computing, 5, 


(2), 234-251. 
 
Blake, N. (1999a). The promise of mobile technologies for education. Edulink, 3 (2). Retrieved  


February 8, 2001, from   http://www.joburg.ac.za/edtech/pubs/edulink/992/blake.html. 
 
Blake, N. (1999b). Higher Education in the 21st Century. New York: University Press. 
 
Davis, K. (1987). Computer-based training for accountants. Unpublished doctoral thesis, Rand 


Afrikaans University, Johannesburg, South Africa. 
 
Education Trust. (1999). Using videos in your classroom [Brochure]. Sandton: Eduprint. 
 
Education Trust. (2000). Issues in the use of educational technologies: Report to the Executive 


Committee.  (Available from S. Landry, Education Trust, 501 Grayston Drive, Sandton, 
South Africa). 


 
Johnson, L. (n.d.). Will technology save the education system? Retrieved January 16, 2000, from   


http://www.netscape.com/users/johnl/save.html 
 
Mellers, A. (1998). Transform your classroom with technology [CD]. Sacramento:Crunch Pod 


Media. 
 
Tyson, T., Burke, R.L., & Jacobs, G.M. (1994, May). Preliminary findings regarding the use of 


computers in secondary schools. Paper presented at the meeting of the South African 
Association of Teachers, Bloemfontein, South Africa. 


                                                 
2 Please note that all the sources used in this example are completely fictional, and were only created to illustrate the 
different reference techniques discussed in this publication. 
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 Basic in-text referencing 


In-text reference 
where the author 
of the source is 
known 
 


Simply use whatever you used as author in the reference, as well as the 
year of publication. 
Always insert the page number where possible. 
 


…the result of this is a “technical super identity” (Erikson, 1967:20). 
 


Azar and Martin (1999) found that… (As part of the sentence) 
 


…thus Cox (1966:52) refers to the modern urbanite as… 


In-text reference 
to more than one 
source 


In-text reference to more than one author should be ordered 
alphabetically. 
 


More recent studies (Bartlett, 1992; James, 1998) show that… 
 


The researchers (Bartlett, 1992:54; Brown, 1876:56; James, 1998:45) refer to… 


General forms for reference lists 


Non-periodical 
Author, A.A. (1994). Title of work. Location: Publisher. 
Non-periodicals include items published separately: books, reports, 
brochures, certain monographs, manuals, and audiovisual media. 


Part of a  
Non-periodical 


Author, A.A. & Author, B.B. (1994). Title of chapter. In Title of book. 
Edited by Editor, A., Editor, B. & Editor, C. Location: Publisher. 


Periodical 


Author, A.A., Author, B.B. & Author, C.C. (1994). Title of article. Title of 
periodical, xx:xxx-xxxx. 
Periodicals include items published on a regular basis: journals, 
magazines, scholarly newsletters, etc. 


Online periodical 
Author, A.A., Author, B.B. & Author, C.C. (2000). Title of article. Title of 
periodical, xx:xxx-xxxx. Available from: web address  (Accessed day 
Month year). 


Online document 
Author, A.A. (2000). Title of work. Available from: web address (Accessed 
day Month year). 


Referencing other sources 


A book with only 
one author 


Rose, L. (1977). Crime and Punishment. London: Batsford. 


A book by two 
authors 


Gordon, E.W. & Rourke, A. (1966). Compensatory education for the 
disadvantaged. New York: College Entrance Examination Board. 
 
When quoting a book with more than 1 author in the text, use the word 
‘and’ between the names; if the reference is in parentheses, use ‘&’. 
In order to avoid possible communication problems all procedures should be 
explained to the patient (Gardner & Sheldon, 1967:40)…. 
 
 


Gardner and Sheldon (1967:40) examine the problem… 


APA style 
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Basic in-text referencing 


 
In-text reference 
where the author 
of the source is 
known 
 


Simply use whatever you used as author in the reference, as well as the 
year of publication. 
Only insert the page number when using a direct quote. 
Do not include suffixes such as Jr. 
 
…the result of this is a “technical super identity” (Erikson, 1967, 20). 
 


Azar and Martin (1999) found that… (As part of the sentence) 
 


…thus Cox (1966, p.52) refers to the modern urbanite as… 


In-text reference 
to more than one 
source 


In-text reference to more than one author should be ordered 
alphabetically. 
 
More recent studies (Bartlett, 1992; James, 1998) show that… 
 


The researchers (Bartlett, 1992, p.54; Brown, 1876, p. 45; James, 1998, p. 45) 
refer to… 


General forms for reference lists 


Non-periodical 
Author, A. A. (1994). Title of work. Location: Publisher. 
 
Nonperiodicals include items published separately: books, reports, 
brochures, certain monographs, manuals, and audiovisual media. 


Part of a  
Non-periodical 


Author, A. A., Author, B. B. (1994). Title of chapter. In A. Editor, B. Editor, & 
C. Editor (Eds.), Title of book (pp. xxx-xxxx). Location: Publisher. 


Periodical 


Author, A. A., Author, B. B., & Author, C. C. (1994). Title of article. Title of 
Periodical, xx, xxx-xxxx. 
 
Periodicals include items published on a regular basis: journals, 
magazines, scholarly newsletters, etc. 


Online periodical Author, A. A., Author, B. B.,  Author, C. C. (2000). Title of article. Title of 
Periodical, xx, xxx-xxxx. Retrieved Month day, year, from web address 


Online document Author, A. A. (2000). Title of work. Retrieved Month day, year, from web 
address 


Referencing other sources 


A book with only 
one author 


Rose, L. (1977). Crime and Punishment. London: Batsford. 


A book by two 
authors 


Gordon, E.W. & Rourke, A. (1966). Compensatory education for the 
disadvantaged. New York: College Entrance Examination Board. 
 
When quoting a book with two authors in the text, use the word ‘and’ 
between the names; if the reference is in parentheses, use ‘&’. 
 
In order to avoid possible communication problems all procedures should be 
explained to the patient (Gardner & Sheldon, 1967, p.40)… 
 


Gardner and Sheldon (1967, p.40) examine the problem… 
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A book by three 
or more authors 


Meyer, B.S., Anderson, D.P., Bohning, R.H. & Fratanna, D.G., Jr. (1973). 
Introduction to plant physiology. New York: Van Nostrand. 
 
In referring to a work by three or more authors all the relevant names 
have to be furnished in the first reference to the work: 
 
…the traditionalist personality (Riesman, Denney & Glazer, 1968:40) restrains 
him from doing… 
 
In later references to this work only the first author’s name is stated, and 
the abbreviation ‘et al.’ is used: 
 
…due to his “other-directness” modern Western man in a sense is at home 
everywhere and yet nowhere (Riesman, et al. 1968:40) 


Reference to 
more than one 
publication of the 
same author in 
the same year 


Johnson (1994a:48) discussed the subject… 
 


In his later works (Johnson, 1994b:56) he argued… 
 
Johnson, P.D. (1994a). Pedagogy. London: Routledge. 
 


Johnson, P.D. (1994b). Advanced Pedagogy. London: Routledge. 


Different authors 
with the same 
surname 


When you refer to publications by different authors with the same 
surname, use their initials in the reference: 
 
According to B. Smith (1989) and F. Smith (1997), …. 


A book with an 
institution, 
organisation or 
association as 
author 


Where reference is made to the work by a body (institution, organisation, 
association, etc.) where no specific author is responsible for the work, the 
official name of the body is used as author. You can also use the name of 
the body as part of the sentence. 
 
…it had long been evident that the intellectual potential of the Afrikaners on the 
Witwatersrand was underutilised (Rand Afrikaans University, 1976:48)… 
 


…thus the Rand Afrikaans University (1963:30) concluded that… 
 
RAU (Rand Afrikaans University). (1970). The new university: A practical 
guideline. Johannesburg: Rand Afrikaans University. 


A book with (an) 
editor(s) 


Driver, E. & Broisen, A. (Editors). (1989). Child sexual abuse. Basingstoke, UK: 
Macmillan Education Ltd. 
 


Strunk, W. (Editor). (1976). Adult learning. New York: Macmillan.


APA style 
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A book by three 
or more authors 


Meyer, B.S., Anderson, D.P., Bohning, R.H. & Fratanna, D.G., Jr. (1973). 
Introduction to plant physiology. New York: Van Nostrand. 
 
In referring to a work by three, four or five authors all the relevant names 
have to be furnished in the first reference to the work, e.g.: 
 
…the traditionalist personality (Riesman, Denney & Glazer, 1968, p.40) restrains 
him from doing… 
 
In later references to this work only the first author’s name is stated, and 
the abbreviation ‘et al’ is used: 
 
…due to his “other-directness” modern Western man in a sense is at home 
everywhere and yet nowhere (Riesman et al., 1968, p.40)… 
 
In referring to a work by six or more authors, cite only the surname of the 
first author followed by et al. (not italicized and with a full stop after “al”), 
and the year for the first and subsequent citations. In the reference list, 
provide the initials and surnames of the first six authors, and shorten any 
remaining authors to et al.  


Reference to 
more than one 
publication of the 
same author in 
the same year 


Johnson (1994a, p.48) discussed the subject… 
 


In his later works (Johnson, 1994b, p.56) he argued… 
 
Johnson, P.D. (1994a). Pedagogy. London: Routledge. 
 


Johnson, P.D. (1994b). Advanced Pedagogy. London: Routledge. 


Different authors 
with the same 
surname 


When you refer to publications by different authors with the same 
surname, use their initials in the reference: 
 
According to B. Smith (1989) and F. Smith (1997), …. 


A book with an 
institution, 
organisation or 
association as 
author 


Where reference is made to the work by a body (institution, organisation, 
association, etc.) where no specific author is responsible for the work, the 
official name of the body is used as author. When the author and 
publisher are identical, use the word Author as the name of the publisher. 
You can also use the name of the body as part of the sentence. 
 
…it had long been evident that the intellectual potential of the Afrikaners on the 
Witwatersrand was underutilised (Rand Afrikaans University, 1976, p.48)… 
 


…thus the Rand Afrikaans University (1963, p.30) concluded that… 
 
Rand Afrikaans University (1970). The new university: A practical guideline. 
Johannesburg, Gauteng: Rand Afrikaans University. 


A book with (an) 
editor(s) 


Driver, E. & Broisen, A. (Eds.). (1989). Child sexual abuse. Basingstoke, UK: 
Macmillan Education Ltd. 
 


Strunk, W. (Ed.). (1976). Adult learning. New York: Macmillan. 
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A chapter in a 
book (not edited) 


Capra, F. (1983). The systems view of life. Chapter 9 in The turning point: 
science, society and the rising culture. London: Fontana Press.  


Part/chapter of 
an edited book 


Hartley, J.T., Harker, O.J. & Walsh, D.A. (1980). Contemporary issues and new 
directions in adult development of learning and memory. In Aging in the 1980’s: 
psychological issues. Edited by Poon, L.W. Washington: American 
Psychological Association. 


Anonymous work 


When a work’s author is designated as “Anonymous”, cite in text the word 
‘Anonymous’: 
 
A recent article (Anonymous, 1993) stated that… 
 
In the case of articles in newspapers or magazines where no author is 
named, the title is used instead of the author. 
 
A recent article (War over, 1991) stated that… 
 


Anonymous. (17 February 1993). Best practices. The Star, page 10. 
 


War Over. (7 January 1991). The Star, page 10. 


A work with a 
foreign title 


Spyridakis, A. (1987). E historia tis Helladas [A history of Greece]. Athens: 
Therios ita Iona. 


Translated works 
 


Luria, A.R. (1968). The mind of a mnemonist: a little book about a vast memory. 
Translated from the Russian by Solotaroff, L. New York: Basic Books. (Original 
work published in 1967) 
 
In text, cite the date of the translation: 
 
A recent study (Luria, 1968:35). 


Second, further 
or revised 
editions 


Dyson, G.G.H. (1977). The mechanics of athletics. 7th edition. New York: 
Homes and Meier. 
 
Cohen, J. (1977). Statistical power analysis for the behavioural sciences. 
Revised edition. New York: Academic Press. 


Date of 
publication 
unknown 


Wolverton, H. (n.d.). The geological structure of the Black Hills. Wilmington: 
Prairie Press. 


Dictionaries 


The concise Macquarie dictionary. (1982).  New South Wales: Lane Cove. 
 
Nguyen, D.H. (1966). Vietnamese-English dictionary. Rutland Vermont: Charles 
Tuttle Company. 
 


Sadie, S. (Editor). (1980). The new Grove dictionary of music and musicians. 6th 
edition. London: MacMillan. 


APA style 
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A chapter in a 
book (not edited) 


Capra, F. (1983). The systems view of life. In The turning point: science, society 
and the rising culture (pp. 376-399). London: Fontana Press. 


Part/chapter of 
an edited book 


Hartley, J.T., Harker, O.J., & Walsh, D.A. (1980). Contemporary issues and new 
directions in adult development of learning and memory. In L.W. Poon (Ed.), 
Aging in the 1980’s: psychological issues. Washington: American Psychological 
Association. 


 
 
 
Anonymous work 


When a work’s author is designated as “Anonymous”, cite in text the word 
‘Anonymous’: 
 
A recent article (Anonymous, 1993) stated that… 
 
In the case of articles in newspapers or magazines where no author is 
named, the title is used instead of the author. 
 
A recent article (War over, 1991) stated that… 
 
Anonymous. (1993, 17 February). Best practices. The Star, p. 10. 
 


War over. (1991, 7 January). The Star, p. 1. 


A work with a 
foreign title 


Spyridakis, A. (1987). E historia tis Helladas [A history of Greece]. Athens: 
Therios ita Iona. 


Translated works 
 


Luria, A.R. (1968). The mind of a mnemonist: a little book about a vast memory. 
(L. Solotaroff, Trans.). New York: Basic Books. (Original work published 1967) 
 
In text, cite the original publication date and the date of the translation: 
 
A recent study (Luria, 1967/1968) … 


Second, further 
or revised 
editions 


Dyson, G.G.H. (1977). The mechanics of athletics. (7th ed.). New York: Homes 
and Meier. 
 


Cohen, J. (1977). Statistical power analysis for the behavioural sciences (Rev. 
ed.). New York: Academic Press. 


Date of 
publication 
unknown 


Wolverton, H.(n.d.). The geological structure of the Black Hills. Wilmington: 
Prairie Press. 


Dictionaries 


The concise Macquarie dictionary. (1982). New South Wales: Lane Cove. 
 
Nguyen, D.H. (1966). Vietnamese-English dictionary. Rutland Vermont: Charles 
Tuttle Company. 
 


Sadie, S. (Ed.). (1980). The new Grove dictionary of music and musicians (6th 
ed., Vols. 1-20). London: MacMillan. 
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Encyclopedia 


Bergman, P.G. (1993). Relativity. In The new encyclopaedia Britannica. 
(Vol.26:501-508). Chicago. Encyclopaedia Britannica. 
 
If an entry has no byline, place the title in the author position. 
 


Personal 
communication 


Personal communications may be letters, memos, some electronic 
communication (e.g., e-mail or messages from non-archived discussion 
groups or electronic bulletin boards, personal interviews, telephone 
conversations, and the like.  
 
Lowman, D. (17 January 2003). ProCite and Internet.  Unpublished letter to 
Cross, P. 


Unpublished 
manuscript 
submitted for 
publication 


Jordan, B.(1989). Psychology of adolescent parents. Manuscript submitted for 
publication. 


Unpublished 
manuscript not 
submitted for 
publication 


Ryder, M. (1987).  Wonder Woman: an Amazon legacy. Unpublished 
manuscript. 


Newspaper 
article 


Lamb, J. (20 October 1970). The perfect plants for lazy gardeners. Weekend 
Australian, page 3. 


Periodical article 


If a journal or newsletter does not use volume numbers, include the 
month, season, or other designation with the year, for example (April 
1994). 
 
Phillips, E. (May 1985). The Australian scene. Australian journal of ecology,  
3(2):25-29. 
 
Only indicate the issue number after the volume number if each issue 
begins on page 1. 


Journal article in 
press 


Phillips, E. (in press). The Australian scene. Australian journal of ecology. 
 
In text:  Phillips (in press) or  (Phillips, in press) 


Abstract 
Phillips, E. (1985). The Australian scene (Abstract). Australian journal of 
ecology, 3(2):25-29. 
 


Non-English 
journal article 


Give the original title, as well as an English translation in brackets. 
Ising, M. (2000). Intensitätsabhängigkeit evozierter Potenzial im EEG: Sind 
impulsive Personen Augmenter oder Reducer? [Intensity dependence in event-
related EEG potentials: Are impulsive individuals augmenters or reducers?]. 
Zeitschrift für differentielle und diagnostische Psychologie, 21:208-217.  


APA style 


 15 


Encyclopedia 


Bergmann, P. G. (1993). Relativity. In The new encyclopaedia Brittanica (Vol. 
26, pp. 501-508). Chicago: Encyclopaedia Brittanica. 
 
If an entry has no byline, place the title in the author position. 


Personal 
communication 


Personal communications may be letters, memos, some electronic 
communication (e.g., e-mail or messages from non-archived discussion 
groups or electronic bulletin boards), personal interviews, telephone 
conversations, and the like. Because they do not provide recoverable 
data, personal communications are not included in the reference list. Cite 
personal communications in text only. Give the initials as well as the 
surname of the communicator, and provide as exact a date as possible: 
 
According to T. K. Lutes (personal communication, April 18, 2001)… 


Unpublished 
manuscript 
submitted for 
publication 


Jordan, B. (1989). Psychology of adolescent parents. Manuscript submitted for 
publication. 


Unpublished 
manuscript not 
submitted for 
publication 


Ryder, M. (1987). Wonder Woman: an Amazon legacy. Unpublished manuscript. 


Newspaper 
article 


Lamb, J. (1970, 20 October). The perfect plants for lazy gardeners. Weekend 
Australian, p. 3. 


Periodical article 


If a journal or newsletter does not use volume numbers, include the 
month, season, or other designation with the year, for example (1994, 
April) 
 
Phillips, E. (1985). The Australian scene. Australian journal of ecology, 3 (2), 
25-29. 
 
Only indicate the issue number after the volume number if each issue 
begins on page 1. 


Journal article in 
press 


Phillips, E. (in press). The Australian scene. Australian journal of ecology. 
 
In text:  
Phillips (in press) or (Phillips, in press) 


Abstract Phillips, E. (1985). The Australian scene [Abstract]. Australian journal of 
ecology, 3 (2), 25-29. 


Non-English 
journal article 


Give the original title, as well as an English translation in brackets. 
 
Ising, M. (2000). Intensitätsabhängigkeit evozierter Potenzial im EEG: Sind 
impulsive Personen Augmenter oder Reducer? [Intensity dependence in event-
related EEG potentials: Are impulsive individuals augmenters or reducers?]. 
Zeitschrift für Differentielle und Diagnostische Psychologie, 21, 208-217. 
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Published 
dissertation or 
thesis 


Bevins, G.D. (1987). Theory and practice at an Australian university. Doctoral 
dissertation. Montreal: McGill University. 
 
 


Unpublished 
dissertation or 
thesis 


Little, P. (1965). Helplessness, depression and mood in end stage renal disease. 
Unpublished thesis. Johannesburg: Wits University. 
 
Or: unpublished doctoral dissertation 


Dissertation 
abstract 


Ross, D.F. (1990). Unconscious transference and mistaken identity: when a 
witness misidentifies a familiar but innocent person from a lineup. Doctoral 
dissertation. Cornell University. Dissertation Abstracts International, 51:417. 


Government 
publications 


When referring to a government publication, the date is sufficient for in-
text referencing, e.g.: 
 
According to The Bill of Rights (1996)… 
 


Education is in the process of transformation (Department of Education, 1995)… 
 
Provide all numbers, sections, chapters or volume numbers that is 
available, in brackets. 
 
The Bill of Rights of the Constitution of the Republic of South African. (1996). 
Government Gazette. (No. 17678). 
 


Department of Education. (1995). White Paper on Education. Government 
Gazette. (Vol. 375, No. 45621). 
 


Commission on Civil Rights. (1967). Racial isolation in the public schools. 
Washington: United States Government Printing Office. 


Unpublished raw 
data 


Use brackets to indicate that the material is a description of the content, 
not a title. Do not italicize title. 
 
Bordi, F. & LeDoux, J.E. (1993). [Auditory response latencies in rat auditory 
cortex]. Unpublished raw data.  


Booklet, 
pamphlet or 
leaflet 


South African College of Advanced Education (1976). Referencing: the footnote 
and Harvard system  (Brochure). Johannesburg: Wits Technikon. 
 


Research and Training Center in Independent Living. (1993). Guidelines for 
reporting and writing about people with disabilities (Brochure). 4th edition. 
Lawrence, K.S.: Author. 


Study guide Speedy, C. (1999). Study Guide: Electrical Engineering 1. America: South 
American College of Engineering. 


Conference 
proceedings, no 
author or title 


International Microcomputer Conference. (1984). Conference proceedings held 
at the Western  Australian Institute of Technology, Perth, 22 – 24 May 1984. 
Conducted by the Department of Computer Studies. Perth: Western Australian 
Institute of technology. 
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Published 
dissertation or 
thesis 


Bevins, G.D. (1987). Theory and practice at a Australian university. Doctoral 
dissertation. Montreal: McGill University. 
 


Unpublished 
dissertation or 
thesis 


Little, P. (1965). Helplessness, depression and mood in end stage renal disease. 
Unpublished master’s thesis, Wits University, Johannesburg, South Africa. 
Or: Unpublished doctoral dissertation…. 


Dissertation 
abtract 


Ross. D.F. (1990). Unconscious transference and mistaken identity: When a 
witness misidentifies a familiar but innocent person from a lineup (Doctoral 
dissertation, Cornell University, 1990). Dissertation Abstracts International, 51, 
417. 


Government 
publications 


When referring to a government publication, the date is sufficient for in-
text referencing, e.g.: 
 
According to The Bill of Rights (1996)… 
 


Education is in the process of transformation (Department of Education, 1995)… 
 
Provide all numbers, sections, chapters or volume numbers that is 
available, in brackets. 
 
The Bill of Rights of the Constitution of the Republic of South African. (1996). 
Government Gazette. (No. 17678). 
 


Department of Education. (1995). White Paper on Education. Government 
Gazette. (Vol. 375, No. 45621). 
 


Commission on Civil Rights. (1967). Racial isolation in the public schools. 
Washington: United States Government Printing Office. 


Unpublished raw 
data, untitled 


Use brackets to indicate that the material is a description of the content, 
not a title. 
 
Bordi, F., & LeDoux, J. E. (1993). [Auditory response latencies in rat auditory 
cortex]. Unpublished raw data. 


Booklet, 
pamphlet or 
leaflet 


South African College of Advanced Education. (1976). Referencing: the footnote 
and Harvard system [Brochure]. Johannesburg: Wits Technikon. 
 


Research and Training Center in Independent Living. (1993). Guidelines for 
reporting and writing about people with disabilities (4th ed.). [Brochure]. 
Lawrence, K.S.: Author. 


Study guide Speedy, C. (1999). Study Guide: Electrical Engineering 1. America: South 
American College of Engineering. 


Conference 
proceedings, no 
author or title


International Microcomputer Conference. (1984). Conference proceedings held 
at the Western  Australian Institute of Technology, Perth, 22 – 24 May 1984. 
Perth: Western Australian Institute of technology. 
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Conference 
proceedings, with 
title 


National Scientific Conference. (1989). The athlete: maximising participation 
and minimising risk. Conference proceedings of the 25th bicentennial conference 
held in Sydney. Conducted by the Australian Sports Medicine Federation Ltd. 
Sydney: Sports Federation. 
 


Conference 
proceedings, with 
author 


Neal, J.T. (1971). Education – technology or art? Conference proceedings of the 
15th biennial conference held in Adelaide. Conducted by the Library Association 
of Australia. Sydney: Library Association. 
 


Unpublished 
paper presented 
at a meeting 


Lanktree, C. & Briere, J. (1991). Early data on the Trauma Symptom Checklist 
for Children (TSC-C). Paper presented at the meeting of the American 
Professional Society on the Abuse of Children: San Diego, CA. 


Publication of 
limited circulation 


For a publication of limited circulation, give in parentheses immediately 
after the title a name and address from which the publication can be 
obtained: 
 
Klombers, N. (Editor). (1993). ADAA Reporter. (Available from the Anxiety 
Disorders Association of America, 6000 Executive Boulevard, Suite 513, 
Rockville, MD20852) 


Review 


Schatz, B.R. (2000). Learning by text or context? (Review of the book 
The social life of information). Science, 290:1304. 
 
Kraus, S.J. (1992). Visions of psychology: a videotext of classic studies 
(Review of the motion picture Discovering Psychology). Contemporary 
Psychology, 37:1146-1147. 


Electronic sources 


In-text reference 
where the author 
of the electronic 
source is known 


Simply use whatever you used as author in the reference, as well as the 
year of publication: 
 
The project website was created using Aldus Pagemaker version 3 (1987-
1988)… 
 


Several films (e.g., Bertolucci, 1988) have used this technique… 
 


Azar and Martin (1999) found that… 


In-text reference 
to a web site 


To cite an entire Web site (but not a specific document on the site), 
simply give the site's URL in the text:  
 


Rainbow MOO is a virtual space designed especially for teachers and their 
elementary-school students (http://it.uwp.edu/rainbow). 
 
When a specific part of an electronic source has to be quoted and no 
page number can be found, use the paragraph number if available, 
preced by the ¶ symbol or the abbreviation para. 
If these are absent, cite the heading and the number of the paragraph 
following it:  
 
Jones, 2000:¶5) 
Jones, 2000: Conclusion, para.7)  


APA style 
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Conference 
proceedings, with 
title 


National Scientific Conference. (1989). The athlete: maximising participation 
and minimising risk. Conference proceedings of the 25th bicentennial conference 
held in Sydney. Conducted by the Australian Sports Medicine Federation Ltd. 
Sydney: Sports Federation. 


Conference 
proceedings, with 
author 


Neal, J.T. (1971). Education – technology or art? Conference proceedings of the 
15th biennial conference held in Adelaide. Conducted by the Library Association 
of Australia. Sydney: Library Association. 


Unpublished 
paper presented 
at a meeting 


Lanktree, C., & Briere, J. (1991, January). Early data on the Trauma Symptom 
Checklist for Children (TSC-C). Paper presented at the meeting of the American 
Professional Society on the Abuse of Children, San Diego, CA. 


Publication of 
limited circulation 


For a publication of limited circulation, give in parentheses immediately 
after the title a name and address from which the publication can be 
obtained: 
 
Klombers, N. (Ed.). (1993, Spring). ADAA Reporter. (Available from the 
Anxiety Disorders Association of America, 6000 Executive Boulevard, Suite 
513, Rockville, MD20852) 


Review 


Schatz, B. R. (2000). Learning by text or context? [Review of the book The 
social life of information]. Science, 290, 1304. 
 
Kraus, S.J. (1992). Visions of psychology: A videotext of classic studies 
[Review of the motion picture Discovering Psychology]. Contemporary 
Psychology, 37, 1146-1147. 


Electronic sources 


In-text reference 
where the author 
of the electronic 
source is known 


Simply use whatever you used as author in the reference, as well as the 
year of publication: 
 
The project website was created using Aldus Pagemaker version 3 (1987-
1988)… 
 


Several films (e.g., Bertolucci, 1988) have used this technique… 
 


Azar and Martin (1999) found that… 


In-text reference 
to a web site 


To cite an entire Web site (but not a specific document on the site), 
simply give the site's URL in the text: 
 
Rainbow MOO is a virtual space designed especially for teachers and their 
elementary-school students (http://it.uwp.edu/rainbow).  
 
When a specific part of an electronic source has to be quoted and no 
page number can be found, use the paragraph number if available, 
preced by the ¶ symbol or the abbreviation para. 
If these are absent, cite the heading and the number of the paragraph 
following it:  
 
Jones, 2000: ¶5) 
Jones, 2000: Conclusion, para.7) 
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Internet site with 
author 
 


Holmes, A. (1998). Greenpeace wins media war. Available from: 
http://www.independent.co.uk/international/green25.htm 
(Accessed 25 November 1998). 


Internet 
document 
without author 


GVU’s 8th www user survey (n.d.). Available from: 
http://www.cc.gatech.edu/gvu/user_surveys/survey-1997-10/  (Accessed 25 
November 1998). 


Personal 
electronic 
communication/ 
(e-mail) 


FORMAT: Sender (sender’s e-mail address). (Day month year). Subject 
of message. E-mail to recipient (recipient’s e-mail address).  
 


Lowman, D. (Deborah.lowman@pbsinc.com). (4 April 1996). RE: ProCite and 
Internet Refere. E-mail to Cross, P. (pcross@bournemouth.ac.uk). 


Article in an 
Internet-only 
journal 


Frederickson, B.L. (7 March 2000). Cultivating positive emotions to optimize 
health and well-being. Prevention & Treatment, 3, Aricle 001a. Available from: 
http://journals.apa.org/prevention/volume3/pre0030001a.html (Accessed 20 
November 2000). 


Electronic copy 
of a journal 
article retrieved 
from database 


Borman, W.C. (1993). Role of early supervisory experience in supervisor 
performance. Journal of Applied Psychology, 78:443-449. Available from 
PsycArticles database: http://…. (Accessed 23 October 2000). 


Internet articles 
based on a print 
source 


VandenBos, G., Knapp, S., & Doe, J. (2000). Role of reference elements in the 
selection of resources by psychology undergraduates (Electronic version). 
Journal of Bibliographic Research, 5:117-123. 
 
If you have reason to believe that the article might be subject to change, 
you should add the URL and the date you retrieved the document. 


Newsgroups, 
online forums, 
electronic mailing 
lists 
 


FORMAT:  Author. (Day Month year). Subject of the message. Available 
from mailing list, URL (Accessed Day Month year). 
 
Brack, E. (2 May 1995). Re: Computing short courses. Available from LisLink:  
http://archive.lislink.com  (Accessed 10 December 2002). 
 
Jensen, L.R. (12 December 1995). Recommendation of student radio/tv in 
English. Available from  IASTAR: http://nrg/dtu.dk (Accessed 11 January 
2003). 
 
Brett, P. (6 June 1999). Experiments proving the collective unconscious. 
Available from newsgroup: alt.psychology.jung (Accessed 8 June 1999). 
 
If you cannot determine the author's name, then use the author's email 
address as the main entry. When deciding where in your Reference List 
to insert such a source, treat the first letter of the email address as 
though it were capitalized.  
 
lrm583@aol.com (26 May 1996). Thinking of adoption. Available from 
newsgroup: alt.adoption (Accessed 29 May 1996) 
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Internet site with 
author 
 


Holmes, A. (1998). Greenpeace wins media war. Retrieved November 25, 1998 
from http://www.independent.co.uk/international/green25.htm 


Internet 
document 
without author 


GVU’s 8th WWW user survey. (n.d.). Retrieved August 8, 2000, from 
http://www.cc.gatech.edu/gvu/user_surveys/survey-1997-10/ 


Personal 
electronic 
communication 
(e-mail) 


Because personal e-mail do not provide recoverable data, they (like other 
personal communications) are not included in the reference list. Cite 
personal communications in text only. Give the initials as well as the 
surname of the communicator, and provide as exact a date as possible: 
 
According to T. K. Lutes (personal communication, April 18, 2001)… 


Article in an 
Internet-only 
journal 


Fredrickson, B.L. (2000, March 7). Cultivating positive emotions to optimize 
health and well-being. Prevention & Treatment, 3, Article 0001a. Retrieved 
November 20, 2000, from http://journals.apa.org/prevention/volume3/ 
pre0030001a.html 


Electronic copy 
of a journal 
article retrieved 
from database 


Borman, W. C. (1993). Role of early supervisory experience in supervisor 
performance. Journal of Applied Psychology, 78, 443-449. Retrieved October 
23, 2000, from PsycARTICLES database. 


Internet articles 
based on a print 
source 


VandenBos, G., Knapp, S., & Doe, J. (2001). Role of reference elements in the 
selection of resources by psychology undergraduates [Electronic version]. 
Journal of Bibliographic Research, 5, 117-123. 
 
If you have reason to believe that the article might be subject to change, 
you should add the date you retrieved the document, and the URL 


 
Newsgroups, 
online forums, 
electronic mailing 
lists 
 


FORMAT: Author. (Year, Day Month). Subject of message. Message 
posted to Name mailing list, archived at URL 
 
Brack, Ernie (1995, 2 May). Re: Computing short courses. Message posted to 
LisLink mailing list, archived at http://archive.lislink.com 
 


Jensen, L.R. (1995, 12 December). Recommendation of student radio/tv in 
English. Message posted to IASTAR mailing list, archived at http://nrg.dtu.dk 
 
 


Brett, P. (1999, June 6). Experiments proving the collective unconscious [Msg 
1]. Message posted to news://alt.psychology.jung  
 
If you cannot determine the author's name or screenname, then use the 
author's email address as the main entry. When deciding where in your 
Reference List to insert such a source, treat the first letter of the email 
address as though it were capitalized.  
 
lrm583@aol.com (1996, May 26). Thinking of adoption. Message posted to 
news://alt.adoption 
 
If the message is not retrievable from an archive, it should not be 
included in the reference list. It can be cited as a personal 
communication. 
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Paper presented 
at a virtual 
conference 


Tan, G. &Lewandowsky, S. (1996). A comparison of operator trust in humans 
versus machines.Paper presented at the CybErg 96 virtual conference. Available 
from:  
http://www.curtin.edu.au/conference/cyberg/centre/outline.cgi/frame?dir=tan 
(Accessed 30 January 2003). 
 


Abstract 


Isaac. J.D., Sansone, C., & Smith, J. L. (May 1999). Other people as a source of 
interest in an activity (Abstract). Journal of Experimental Social Psychology, 
35:239-265. Available from: IDEAL database www.europe.idealibrary.com  
(Accessed 7 June 1999). 


Article in an 
electronic 
magazine (e-
zine) 


Adler, J. (17 May 1999). Ghost of Everest. Newsweek. Available from: 
http://newsweek.com/ nw-srv/issue/20_99a/printed/int/socu/so01201.htm  
(Accessed 19 May 1999). 


Newspaper 
article 


Azar, B. & Martin, S. (October 1999). APA's Council of Representatives 
endorses new standards for testing, highschool psychology. APA Monitor. 
Available from: http://www.apa.org/monitor/oct99/in1.html  (Accessed 7 
October 1999). 


Review 


Parfit, M. (7 December 1997). Breathless (Review of the book The climb: Tragic 
ambitions on Everest). New York Times on the Web. Available from: 
http://search.nytimes.com/books/97/12/07/reviews/971207.07parfitt.html  
(Accessed 7 October 1999). 


Letter to the 
editor 


Gray, J. (7 May 1999). Pesticides linger in land and air - and in our bodies 
(Letter to the editor). Lexington Herald-Leader. Available from: 
http://www.kentuckyconnect.com/heraldleader/news/050799/lettersdocs/507lette
rs.htm (Accessed 7 October 1999). 


Government 
publication 


Bush, G. (12 April 1989). Principles of ethical conduct for government officers 
and employees Exec. Order No. 12674. Pt. 1. Available from: 
http://www.usoge.gov/exorders/eo12674.html  (Accessed 18 November 1997). 


CD-ROM Hawking, S. (1994). A Brief history of time: and interactive adventure (CD). 
Sacramento: Crunch Pod Media. 


Sound recording 


Williamson, C. (1985). Prairie fire. On Arkansas traveler (Cassette recording). 
Oakland, California: Olivia Records.  
 


Rock 'n roll classics. (1986). (Phonographic recording). San Diego, California: 
Uptown Sound. 


Motion 
picture/film 


Transactional analysis. (1974). (Motion picture). Los Angeles: Research Films.  
 


Bertolucci, B. (Producer). (1988). The last emperor (Motion picture). Los 
Angeles: Columbia Pictures. 


Television 
broadcast 


Crystal, L. (Executive producer). (11 October 1993). The MacNeil/Lehrer news 
hour. (Television broadcast). New York and Washington, DC: Public 
Broadcasting Service. 
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Paper presented 
at a virtual 
conference 


Tan, G., & Lewandowsky, S. (1996). A comparison of operator trust in humans 
versus machines. Paper presented at the CybErg 96 virtual conference. Retrieved 
May 16, 2000, from http://www.curtin.edu.au/conference/cyberg/centre/outline. 
cgi/frame?dir=tan 


Abstract 


Isaac. J. D., Sansone, C., & Smith, J. L. (1999, May). Other people as a source of 
interest in an activity. Journal of Experimental Social Psychology, 35, 239-265. 
Abstract retrieved June 7, 1999 from IDEAL database: http://www.europe 
.idealibrary.com  


Article in an 
electronic 
magazine (e-
zine) 


Adler, J. (1999, May 17). Ghost of Everest. Newsweek. Retrieved May 19, 1999 
from http://newsweek.com/nw-srv/issue/20_99a /printed/int/socu/so01201.htm  


Newspaper 
article 


Azar, B., & Martin, S. (1999, October). APA's Council of Representatives 
endorses new standards for testing, highschool psychology. APA Monitor. 
Retrieved October 7, 1999 from http://www.apa.org/monitor/oct99/in1.html  


Review 


Parfit, M. (1997, December 7). Breathless [Review of the book The climb: 
Tragic ambitions on Everest]. New York Times on the Web. Retrieved October 7, 
1999 from http://search.nytimes.com/books/97/12/07/reviews/971207.07parfitt. 
html  


Letter to the 
editor 


Gray, J. (1999, May 7). Pesticides linger in land and air—and in our bodies 
[Letter to the editor]. Lexington Herald-Leader. Retrieved October 7, 1999 from 
http://www.kentuckyconnect.com/heraldleader/news/050799/lettersdocs/ 
507letters.htm 


Government 
publication 


Bush, G. (1989, April 12). Principles of ethical conduct for government officers 
and employees Exec. Order No. 12674. Pt. 1. Retrieved November 18, 1997 
from http://www.usoge.gov/exorders/eo12674.html  


CD-ROM Hawking, S. (1994). A Brief history of time: and interactive adventure [CD]. 
Sacramento: Crunch Pod Media. 


Sound recording 
Williamson, C. (1985). Prairie fire. On Arkansas traveler [CD]. Oakland, 
California: Olivia Records.  
 


Rock 'n roll classics. (1986). [Cassette] San Diego, California: Uptown Sound. 


Motion 
picture/film 


Transactional analysis [Motion picture]. (1974). Los Angeles: Research Films.  
 
Bertolucci, B. (Producer). (1988). The last emperor [Motion picture]. Los 
Angeles: Columbia Pictures. 


Television 
broadcast 


Crystal, L. (Executive Producer). (1993, October 11). The MacNeil/Lehrer news 
hour [Television broadcast]. New York and Washington, DC: Public 
Broadcasting Service. 
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Video recording 


Babakuieria. (1986). (Video recording). Sydney: ABC Drama Department.  
 


Sutton, P. (Producer). (1986). Kay Cottee: First Lady (Video recording). New 
South Wales: Direct Video Pty Ltd.  
 


Cochrane, C. (Executive producer) & Graham, S. (Director). (1988). The 
Superkids' fitness video (Video recording). Perth: Dynami Australia. 
 


Microfiche 
Illinois State Office of the Superintendent of Public Instruction. (1971). Toys for 
early development of the young blind child: a guide for parents (Microfiche). 
ERIC Document Reproduction Service. No. ED 065 201. 


Computer 
program 


Aldus Pagemaker version 3.0 (1987-1988). (Computer software). Seattle, 
Washington: Aldus Corporation. 
 
Schwarzer, R. (1989). Statistics software for meta-analysis (Computer software 
and manual). Available from: 
http://www.yorku.ca/faculty/academic/schwarze/meta_e.htm 
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Video recording 


Babakuieria. (1986). [Video recording]. Sydney: ABC Drama Department.  
 


Sutton, P. (Producer). (1986). Kay Cottee: First Lady [Video Recording]. New 
South Wales: Direct Video Pty Ltd.  
 


Cochrane, C., (Executive Producer) & Graham S., (Director). (1988). The 
Superkids' fitness video [Video Recording]. Perth: Dynami Australia. 


Microfiche 
Illinois State Office of the Superintendent of Public Instruction (1971). Toys for 
early development of the young blind child: a guide for parents. (ERIC 
Document Reproduction Service No. ED 065 201) 


Computer 
program 


Aldus Pagemaker version 3.0  [Computer software] (1987-1988). Seattle, 
Washington: Aldus Corporation. 
 
Schwarzer, R. (1989). Statistics software for meta-analysis [Computer software 
and manual]. Retrieved from http://www.yorku.ca/faculty/academic/schwarze/ 
meta_e.htm  
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Tips for the use of electronic sources 
 
Evaluating Internet resources  
(Source: http://owl.english.purdue.edu/handouts/research/r_evalsource4.html) 
 
Internet sources can be very timely and very useful, but they should not be your sole 
source of information because there are also books, journals, government publications, 
brochures, newspapers, etc. to read, and knowledgeable people to interview. Evaluating 
Internet sources is particularly difficult because anyone can put up anything he or she 
wants to on the Internet. There is no way to monitor what is there and no fact checking is 
possible, though there are some site ratings you can check. See Hope Tillman’s 
"Evaluating Quality on the Net" (http://www.tiac.net/users/hope/findqual.html). Scroll 
down to the last part of her essay for a discussion of some sites that review and rate Web 
sites. 
 
Be sure to document what you find on the Internet in such a way that others can locate 
what you found. This is most easily done when you access the data. Include the date you 
accessed the material since it can be changed or updated later on. Be sure to browse 
around on the Web site to be sure you know who the author is, what the sponsoring 
organization is, and so. This will enable you to cite the source fully and will help you to 
evaluate it properly before including it in your paper. 
 
Authorship 


 Is there an author or organization clearly indicated? If there’s an author, go back to 
the questions listed above about authors and ask yourself how reputable this person 
is. Can the author be contacted? (If an e-mail address is given, you can contact that 
person or look up the address by using the "finger" command.)  


 What can you find out about the author? 


If there is no information on the site, use a search engine or search Usenet. You may 
find the author’s homepage or other documents which mention this person. Or look 
up the person on the Internet Directory of Published Writers 
(http://www.writers.net). If the person is associated with a university, look at the 
university Web site. 


 If there is an organization sponsoring the page, what can you learn about the 
organization and who they are? 


(You can search the site by following links to its home page or going back to a 
previous level on the site by eliminating the last part of the address, after a "/" mark 
or a period. Another way to find the organization is to go to the View menu at the 
top of your Web browser and open the Document Information window where the 
owner of the document is listed.) 


 Does the organization take responsibility for what’s on the site? Does it monitor or 
review what’s on the site? Look at the address for the site. Does it end in .edu, 
indicating that it’s an educational institution? If it has .gov, it should be fairly 
objective government-sponsored material. Addresses with .org are usually non-
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profit organizations that are advocacy groups. (The Sierra Club is an example of an 
advocacy group. Their postings will conform to their goals of environmental 
preservation. Information posted by advocacy groups may be accurate but not 
entirely objective.) If the site has a .com address, it’s most likely promoting or 
selling something. 


 
Accuracy of information 


 Is there documentation to indicate the source of the information? There may be a 
link to the original source of the information.  


 Can you tell how well researched the information is? 


 Are criteria for including information offered? 


 Is there a bibliography or links to other useful sites? Has the author considered 
information on those sites or considered viewpoints represented there? 


 Is the information current? When was it updated? (You can check at the bottom for 
a "last revised" date and/or notice if there are numerous dead links on the site.) 


 Is there any indication of bias on the site? 


 Does the site have any credentials such as being rated by a reputable rating group? 
If you see a high rating, is that because of the soundness of the content or the quality 
of the design? ( An attractive page is not a reason for accepting its information as 
reliable.) 


 
Goals of the site 


 What is the purpose of the site? To provide information? Advertise? Persuade?  


 Are the goals of the site clearly indicated? 


 Who is the intended audience? 


 Is there a lot of flash and color and gimmicks to attract attention? Is that masking a 
lack of sound information or a blatant attempt to get you to do or buy something? 


 
Access 


 How did you find the site? Were there links from reputable sites? From ads? If you 
found the site through a search engine, that means only that the site has the words in 
the topic you are researching prominently placed or used with great frequency. If 
you found the site by browsing through a subject directory, that may mean only that 
someone at that site registered it with that directory.  
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Abstract 
To date the use of neural networks has been the most popular approach to monitoring tool 


condition monitoring. Recently,but hidden Markov models have recently been proposed 


for this application.purpose. Hidden Markov models have excellent capabilities for 


capturing the temporal and spatial characteristics of signals. This article presents a 


method of using hidden Markov models and dimensional reduction to classify tool wear 
during a turning operation. A turningAn experiment on turning was conducted where a 


strain signal was measured on the tool holder, using two strain gauges from a strain gauge 


rosette. The two gauges were oriented perpendicularly and were connected in a half half-


bridge configuration. The rosette was located in such a mannerpositioned so that it 
measured the feed force during cutting. A set of signal features was extracted from the 


sensor signal. These comprised statistical time domain features and spectral band 
features. The most consistent signal features were identified using a correlation 


coefficient approach. The signal dimensionality was then reduced to one with the help of 


a principal component analysis. From the data twoTwo classes were identified from the 


data and a hidden Markov model was trained for each class. The optimal stateoptimal-


state topology was found by using an exhaustive method. The hidden Markov models 


were tested and trained from different training sequences. During the testing the hidden 







Markov model trained on sharp toolsharp-tool data achieved ofa more than 90 % correct 


classification. The hidden Markov model trained on data from a worn tool also achieved 


a greater than 90% correct classification. This is comparedThese results compare 


favorably to a Bayesian classifier that achieved a 96.4% correct classification of sharp 
tools but only a 73.7% correct classification of worn tools. 
 


1.  Introduction 
 


Tool condition monitoring (TCM) strives to achieve a generic system that can be applied 


to machining processes to monitor the condition of the machining tools. By far the most 
research has gone into indirect methods that measurefor measuring process parameters 


that are in turn related to tool wear. This iswear, because indirect methods employ 


parameters that are easier and cheaper to measure. 
 


Indirect process parameters such as vibration or strain on the tool holder, or spindle 


motor current are unfortunately also typically non-linear and chaotic, according to Byrne 


et al. [1]. When signals of the process are compressed into characteristic features, these 
features usually show only slight changes with the progression ofas tool wear progresses. 


tool wear. PerformingThe classification or evaluation of tool wear withfrom these 


features is therefore complex and computationally expensive and calls forexpensive, and 


requires the use of advanced methods. This is why artificial neural networks (ANNs) 


have become the standard approach for signal classification in TCM. ANNs have the 
ability to extract the underlying knowledge and relations from training samples. Complex 


partial patterns can be dealt with very succesfully.samples, and can deal very successfully 
with complex partial patterns. Unfortunately, the technique is not always well adapted to 


dealing with temporal variations ofin the training samples. 


 


Hidden Markov models (HMMs) are commonly used in speech recognition systems, but 


have only recently been advocated for classification ofclassifying the faults in mechanical 


systems. They are advocated because of their ability to handlethey can easily handle the 


spatial and temporal variations in patterns very well. They also have a very well 
developedwell-developed mathematical structure and are easy to train. HMMs work well 







with mechanical systems because they allow for a modular construction of classification 


systems. This means that improvements on a system can easily be made.can readily be 


made to a system. Since the tutorial article by Rabiner [2], HMMs have become more 


approachable andhas seen a number of applications to mechanical systems have been 
seen.  


 
Kwon and Kim [3] produced an accident classification system that used a self 


organisingusing a self-organizing map (SOM) to fuse twenty two22 input variables into a 


single feature that iswhich was classified by a set of HMMs. Each HMM corresponded to 


ana particular accident type that washad to be identified. Atlas et al. [4] devised a “widely 


applicable and reconfigurable, real time transient classifications system” that cancould 
predict failures in a manufacturing environment. It was found that signals from longer 


time periods produced more consistent results. Bunks et al. [5] used a continuous HMM 


with 8-dimensional state distributions, to classify helicopter gearbox faults, using eight 


accelerometers. The HMMs were trained and tested at different torque levels with seeded 
defects. HMMs are thenwere shown to have great potential but arehad not been applied to 


a real model. Ertunc et al. [6] created a drill wearsystem for monitoring systemdrill wear, 
using HMMs applied to a bar graph method and a multiple model method. Both methods 


arewere found to have potential for predicting the status of wear ofon a given tool. Wang 


et al. [7] approached tool wear monitoring through a discrete wavelet transformation 


(DWT). An HMM was trained on a codebook created from the DWT. This was shown to 


be effective for a binary tool state assignment.assignment of tool state. Lee et al. [8] 


produced a rig on which rotor faults could be simulated using HMMs. Both 


continuousContinuous and discrete HMMs were trained and tested on autospectrum data 
from accelerometers on the rig. DiscreteThe discrete HMMs were found to produce more 
robust recognition results. Ge et al. [9] used HMMs and auto-regressive models (AR) to 


diagnose faults in a stamping process. 


 


This study will useused multiple signal features from a sensor signal recorded from a 90° 


strain gauge rosette, to perform a binarysharp/worn classification between sharp/worn on 


a turning tool. Much research has gone into the use of ANN technologies in TCM 
systems and subsequently, mucha great deal of research has gone into the use of multiple 







sensors and sensor fusion.  In order thatto make good useis to be made of the research 


that has been done with ANN technologies, HMM methods should be able to 


handleought to be capable of handling multiple features in a similar way. In this study an 


open source HMM toolbox for Matlab was used for the classification [10]. A dimensional 
reduction scheme was Inintroduced in order to implement a multiple feature classification 


on this toolbox, adimensional reduction scheme was introduced. 
toolbox. 


 


2. Hidden Markov models 
 


The HMM consists of a number of states, say N, whichwhere each in turn contains the 
description for a state process.of a process state. At any time the HMM can occupy only 


one state. For a first orderfirst-order HMM the current state is only dependentdepends 


only on the previous state. This dependency isa probabilisticone and is described within a 


state transition matrix A, for which the elements are given by: 


NjiSqSqPa itjtij ≤≤=== + ,1)|( 1     (1) 


In this equation a


 ija is the probability that the HMM, currently in state i  will transit to 


state j  for the next time step. The state Si  occupied by the HMM at time instant t  is 


denoted as qt . The idea of state transition probabilities can be graphically shown as in 
figuredisplayed graphically, as shown in Figure 1. This shows a first orderfirst-order 
HMM with three states and the transition probabilities drawn in. At each time step the 


HMM emits an observation from the state it is currently occupying. In the case of a 


discrete HMM this observation will be a symbol from an alphabet V  of size M . The 


state process B  then describes the probability that the HMM, currently in state Si  will 


emit the k -th symbol v( ) from the alphabet. This is given in equationEquation 2. 


 


Mkttimeat)S=qP(v=(k)b itki ≤≤1|     (2) 
 


(Figure 1: A three statethree-state hidden Markov model.) 


 







The last parameter needed to describe the HMM, is the initial state distribution: 


 


N)=Pq=π)    (3) 
 


An HMM can therefore be fully described by the parameters A , B  and π λ or 


),,( πλ BA= .  


 
3. Hidden Markov Modelsmodels and classification  
 


From the above it can be seen that the HMM is a doubly stochastic process thatwhich can 


be trained by adjusting the model parameters to mimic the statistical characteristics of a 
certain type of signal. The HMM can then be used to produceThen the HMM can be used 


for producing signals with the same statistical parameters, or alternatively, given a signal 


and an HMM, one can calculate the probability that the HMM will produce the exact 


signal. The latter is how HMMs are used for classification. 


 
Consider a system that can occupy a number of operational states. If signals from this 


system are recorded, one can train an HMM for each operational state of the system. Any 


future signal from the system can be classified by associating it with an HMM. This is 


done by calculating the probability forthat each HMM towill produce the unclassified 
signal. This probability is called the forward probability and is calculated with a recursive 


algorithm called the forward procedure. The signal can then be classified into the 


category of the HMM with the highest forward probability. The diagram in Figure 2 
showsa schematic diagram of how this is done.  


 


(Figure 2: A classification procedure using HMMs.) 


 


The forward probabilities can shrink to very small numbers and will almost certainly 


cause underflow problems on present computers.the computers currently available. To 
counteract this, logarithmic probabilities are introduced. Whereas normal probabilities 


range from 0 to 1, logarithmic probabilities range from -∞ to 0. A probability of 0.5 







therefore corresponds to a logarithmic probability of -0.301. This ensures that 


veryextremely small numbers can be dealt with conveniently. 


 


4. Experimental setup 
 


A cutting experiment was conducted where the strain signals from a tool holder were 


recorded using a strain gauge rosette with 2two strain gauges. The two strainThese two 


gauges were locatedpositioned on the side of the tool holder and connected in a half 
bridgehalf-bridge configuration. The strain signals from the two gauges in the rosette 


were thus fused into a single signal. The gauge elements were oriented perpendicularly 


with one element oriented along the length of the tool holder. Figure 3 shows a 
schematiccontains a diagram of the tool holder as well as the approximate location of the 


strain gauges. 


 


(figure 3: A schematic(Figure 3: A diagram of the tool holder showing the approximate 
location of the strain gauges) 


 


The rosette was positioned to capture the feed force and the radial force.It has been 


observed by Dimla [11] observes that the feed and radial forces may be influenced more 


by tool wear thenthan by the main cutting force itself. Strain gauges are relatively 
cheapfairly inexpensive compared towith other measurement techniques buttheir 
preparation is time consuming and keeping them protectedit is imperative to protect them 


from the cutting area is imperative.and preparing the strain gauges is time-consuming. 


The side of the tool holder is therefore avery sensible location. 


 


Table 1 defines the equipment that was used. In figure 4 a schematic setupused in the 


experiment. Figure 4 contains a diagram of the whole measurement setup is shown. 


 
Table 1: Listing of all the equipment 


 
Item    Make 


Lathe     Tortona SAG14 







Tool holder    Mitsubishi S160 SCI PRO9 
Tool insert    Mitsubishi US7020 MV 


Strain gauge    HBM 1.5/120XY91 (rosette) 


Strain gauge amplifier  Clip AE101 
A/D conversion   National Instruments PCI-6024E 


Signal processing   Matlab Data Acquisition toolbox 
Workpiece material   EN19 


 


(figure 4: A schematic(Figure 4: A diagram of the setup of the system) 


 


The signal from the strain gauge amplifier was fed through an analogue anti-alias filter. A 
4th order Chebyshev filter was used for anti-alias protection. The filter had a –3 dB roll-


off at 4,350 Hz. The signals were recorded on a personal computer with a National 


Instruments analogue to a digital conversion card using the Matlab Data Acquisition 


Toolbox [12]. 
 


The experiment was conducted for one set of machining parameters only. Keeping the 
cutting speed constant during the experiment turned out to be a problem. This is because 


of the nature of theproblem because in this particular type of cutting processwhere the 


diameter of the workpiece is reduced after each pass. BecauseSince the rotational speed 


can only assume a fixed value, this caused each subsequent cut to have a lower cutting 


speed. It was decided to keepthat the cutting speed would be kept constant within a 


certain tolerabletolerance band. This band was chosen to be ±5% around 130 m/min. 


TheHowever, the feed rate and depth of cut could however be kept constant.  This was 


selected to be 0.25 mm/rev and 0.5 mm respectively. 


be kept constant: the feed rate was selected as 0.25 mm/rev and the depth of cut as 0.5 
mm. 


 


The experiment was conducted using EN19 roundbaran EN19 round-bar with a diameter 


of around 77 mm after the “crust” washad been removed. The workpieces were received 


from the vendor in the so-called “T-condition”. To keep within the tolerabletolerance 


band for the cutting parameters, a total of 10 cuts with a length of 170 mm each were 







made on each workpiece. 


 


The cutting speed turned out to bewas rather slow for the combination of material and 


cutting insert combination. This was provedinsert. This was proven by the long 
continuous chip that was formed during cutting. During inspection ofWhen the insert was 


examined under an optical microscope, only nose wear could be detected, even after 
thirty30 minutes of cutting time. Nose wear is characteristictypical of low cutting speeds. 


 


During the experiment the tool insert was worn down from 0 mm to 0.1 mm. This is a 


third of the usualallowable 0.3 mm allowable for flank wear. This makeswear, making 


the recognition harder since there will less separation between the features. This may 
however proof the ability of the systemprove the system’s ability to perform robust 


classification on features with little separation. Unfortunately, the experiment could not 


be continued for more thatconducted for more than one tool, which limited the amount of 


good data that could be used for training and testing. 
 


5. Signal processing 


 
5.1 Feature extraction 
A typical cutting signal is shown in figureFigure 5. The signal features a driftthat is 


caused by a rise in temperatureincrease as the cutting progresses. The part indicated in 
the figure was extracted and detrended to leave a signal with no transients and a zero 


mean. Finally the signal was segmented into segments of 20482,048 samples. The 
features were calculated Fromfrom each of these segments the features are calculated. 


 
(Figure 5: A typical cutting signal.) 


 


Two sets of features were calculated;calculated: statistical time domain features and 


frequency domain features. Statistical features are very easy and very fastquick and easy 


to calculate, making them ideal for on-line applications. Previous studies by Silva et al. 


[13] and Scheffer and Heyns [14] have found these features to be indicative toof tool 







wear. The following features were considered: 


 


Variance, which is the second statistical moment of the data. After detrending, the mean 


of the data is 0 which makes the variance of the data equal to the square of the root mean 
squares (RMS) of the data. The RMS is an indicator of the energy content of a signal. As 


tool wear progresses, more energy is needed to drag the tool insert through the 
workpiece.  It followsto reason that the RMS (or variance in this case) should increase 


too. The variance of the signal x (t ) )(tx  over period T  iswas calculated using: 


dtx(t)
T


=σ ∫ 22 1
      (4) 


      In equationEquation 4 ?  is the standard deviation. 
Skewness is the third statistical moment and describes the distribution of the data in terms 


of symmetry or lack thereof:of symmetry: 


   dtx(t)
Tσ


=S ∫ 3
3


1
      (5) 


Kurtosis is the fourth statistical moment and is very popular in bearing condition 


monitoring. The kurtosisremarkably popular in monitoring the condition of bearings. 


Kurtosis is a measure of the relative peakedness of the distribution, and the pulses in the 
time-domain waveform of the signal. The kurtosisKurtosis is also a measure of how close 


the distribution is to a Gaussian distribution. It thus carriesdistribution and therefore it 


conveys valuable information for condition monitoring. The kurtosisKurtosis is 


calculated using: 


   dtx(t)
Tσ


=K ∫ 3
4


1
       (6) 


Crest factor is another featurethat is widely used in bearing condition monitoring and is a 
measure of the impulsiveness of a vibration signal. A truly random signal has a crest 


factor generally less than 3. The crest factor is calculated using: 


   
rmsX


X
=CF max


       (7) 


Entropy is a measure of the uncertainty or disorder of a given signal. One can intuitively 


see that a signal with a higher energy content, as in the case of a worn tool, will display 
more disorder. The entropy measure used was Shannon entropy which is often used in 







wavelet analysis. Shannon entropy is calculated using equationEquation 8: 


 )(xx=E
ii


N


=i
22


1


1


log∑
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−         (8) 


      In equationEquation 8, x i  is the value of x  at time t=t i . N  is the number of 


samples for which the feature is calculated for. This is the same as the time interval for 


the statistical features. 


 
Dynamism is a measure of the rate of change ofin a quantity. This feature also captures 


dynamic behaviourthe dynamic behavior of a signal in a way similarway to that for the 


crest factor. Dynamism was usedAjmera et al. [15] used dynamism for speech and music 


segmentation by Ajmera et al. [15]. Dynamismsegmentation. In the present study, 


dynamism is calculated with:using: 
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The second set of features areis that of the frequency domain. These will beare levels of 


<<please check if levels is the right word here>> energy within certain frequency bands. 
This is calculated using:as follows:   


∫=
fh


f l
xdfSE         (10) 


Sx  is the one sidedone-sided power spectral density and,density. and lf f and f h  are 
the lower and higher limits for the frequency band. For the selection of frequency domain 


features aA number of frequency bands were identified for selecting the features of the 


frequency domain. These are bands where the spectral energy increases (or decreases) as 


tool life progresses. 
 
 


Twelve features were extracted from the data.  Figure 6 shows how these features 


evolved as functions of the sample number. This is also a measure of time since each data 


point is the result of the features for 2,048 samples, which is in turn equal to 


aroundapproximately 0.1 second.  The frequency domain features are shown in 


figureFigure 7. In both the figures the most desirable features are the onesthose that show 







a consistent trend throughout the range. This canmay be a negative or a positive trend, 


meaning that the feature value might decrease or increase as tool wear progresses. 


Furthermore, some features may showdisplay a tendency to become more sensitive to 


certain stages of the wearing process. 
 


(Figure 6: The time domain features) 
(Figure 7: The frequency domain features) 


 


The most salient of the features were selected using the method suggested by Scheffer 


and Heyns [14]. Features are selected according to itstheir correlation coefficient with a 


theoretical tool weartool-wear function. The theoretical tool weartool-wear function was 


taken to bearbitrarily chosen as a straight line with a gradient of 40°.This gradient was 


chosen arbitrarily. The correlation coefficient showsindicates how consistent the trends in 


the features are with that of the tool wearthose of the tool-wear function. The correlation 
coefficient was calculated using: 
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If X  and Y  were the two signals that were to be comparedto be compared, then X  


was taken to be the feature and Y  the tool wear functiontool-wear function; x and y  


denote the mean values of the variables. Table 2 shows the features as well as their 


correlation coefficients. 
 


Table 2: The calculated features and their corresponding correlation coefficients 
 


Feature    Correlation coefficient 


Entropy     -0.650 


Crest factor                -0.596 


Kurtosis     -0.057 







Energy in band: 3110-3505 Hz  0.037 


Skewness     0.085 


Energy in band 166-175 Hz  0.379  


Dynamism     0.404 
Energy in band 185-214 Hz   0.445 


Energy in band 126-244 Hz   0.516 
Energy in band 3600-3800 Hz  0.540 


Energy in band 30-85 Hz   0.601 


Variance     0.704    


 


Based on these correlation coefficients, all the features except the kurtosis, skewness and 
the 3110–35053,110–3,505 Hz energy band were chosen as features for the classification 


process.   This reduced the feature set to 9.nine. 


 


5.2 Dimensional reduction 
The theory on HMM can easily beof HMM can be easily extended to more than one 


dimension as is the case with the work of Bunks et al. [5], buthaving high dimensionality 


in a dataset, requires that more data be collected in order to getdata set requires the 


collection of more data so that good estimates of the distributions can be obtained. For 
cases where a highlarge quantities of data isare readily available, this would be the 


preferable route. This might not always be the case, though, and the normal HMM 
toolbox can be used in these situations. A reduction in dimensionality is In order 


forneeded so that this HMM toolbox can handle the information from a number of 


different features to be handled by this HMM toolbox areduction in dimensionality is 


features. In this study, all the features were used in the dimensional reduction, needed. In 


this study all the features except:except for Energy in band: 3110-3505 Hz, Skewness, 
and Energy in band 166-175 Hz. The correlation coefficients of these features were much 


smaller than those of the others. The data was subjected to a principal component 


decomposition. The data was then projected onto the first principal component to reduce 


the dimensionality from 9 dimensions to 1 dimension.   
 


Principal component analysis (PCA) is a standard statistical function that utilizes singular 







value decomposition to calculate the principal components of a data matrix. Table 3 


shows the variance represented by each principal component. This table indicates that the 


first principal component comprises 73.5% percent of the total variance in the features. 


The principal components were not calculated from all the data available. One-third of 
the components was randomly selected from the available data and on this data sample, 


the first principal component was calculated.  
 


Table 3: The principal components and percentage of the total variance they represent. 


 


Principal component no.  Percentage variance 


1     73.57 
2     10.53 


3     7.17 


4     3.81 
5     2.45 


6     1.07 


7     0.84 
8     0.50 


9     0.02 


 


The data archive was segmented into three parts for training the HMM. The first segment 


was used for training and testing the HMM for sharp/new tools. Likewise the last part 


was used for training and testing the HMM for worn tools. Random samples were drawn 
from these two segments to make up a feature space that could be used for determining 
the principal components. Figure 8 shows the dimensionally reduced feature. This feature 


has a correlation coefficient of -0.695 with the theoretical tool wear function and is 


therefore comparable to the best of the calculated features. An important issue to address 


here is the fact that not all the features are sensitive to tool condition during the entire life 


of the tool. This means that certain features are sensitive to changes in tool condition in 


the early stages of wear, whereas others are more sensitive to tool condition during the 


later stages of tool life. This is why the use of only a single feature might not perform as 
well as a combined set of features. 







 


The type of noise shown in Figure 8 illustrates the need for complex classification 


schemes which are not highly sensitive to workpiece-related issues, such as the clamping 


conditions of the workpiece and/or the tool insert, metallurgical composition, etc. This 
technique also demonstrates how features from different sensor signals can be fused to 


form a robust feature that can be used for classification.  
 


(Figure 8: The dimensionally reduced feature) 


 


5.3 Discretization 
A discrete HMM was used for the classification procedure.  A decision was taken to 


discretize the signal into 150 levels, as there is still a great deal of detail left in the signal 


at such a level. Discretization may serve as a form of noise filtering. With fewer levels of 
discretization the data might be less noisy. The simplest HMM model, namely the 


discrete HMM, was then used for the classification. This technique also serves as a 


method of data compression.  


 


5.4  Observation sequences 
Hidden Markov models do not work with single samples at a time, as is the case with 


neural networks. Instead an observation sequence is treated by the HMM classification. 
The observation sequence in this case consisted of 16 consecutive samples from the 
dimensionally reduced feature vector. This constituted about 2 seconds of cutting time 


during the experiment. These observation sequences convey more information about the 


characteristics of the cutting signal. Figure 9 shows a few observation sequences for the 


different classes, and there is clearly a good separation. There is also separation within 


the classes, which can be seen as outlier sequences in the figure. Owing to the nature of 


the data, this may be a result of clamping conditions on the workpiece as well as the 


specific composition of the workpiece itself. Fortunately, these factors work 
constructively with the deterioration of the tool insert. 


 
(Figure 9: Some observation sequences.) 


6. Classification results 







 


6.1 Classification strategy 
A multi-model approach as described by Ertunc et al. (6) was used for the classification 


procedure. This means that an HMM was trained for each system condition that would be 


identified. Two-thirds of the data for each class was used for training the models and the 


remaining one-third was used for testing. The data sets for training and testing were 


randomly selected from the data set for each class. 


 


6.2 Training 
The two HMMs were trained for 10 iterations after the random initialization of the HMM 


parameters. The training sets for each HMM consisted of 444 observation sequences. 


After training the sharp-tool HMM, the batch logarithmic probability for the training set 
was around –18,000. The batch logarithmic probability is the sum of all the forward 


probabilities for an HMM for a data set. This translates into an average of -40 for any one 


set. This number represents the expected range for the forward probability of any signal 


that should fall into this category. For the worn-tool HMM the batch probability was –
22,000. The average forward probability for a signal from this class was -50. 


 


6.3 Classification 
The HMM was then tested with a data set that contained the data from the classes not 


selected for training. The forward probabilities for each HMM were calculated for each 
observation sequence. The observation sequence was classified into the sharp category if 


the sharp-tool HMM had a higher forward probability than the worn-tool HMM, and vice 
versa. 


 


6.4 State topology 
As with neural networks, the optimal state topology (or number of neurons in the hidden 
layer for neural networks) of an HMM cannot be determined analytically, so it was 


determined exhaustively. The whole training and classification procedure was repeated a 


number of times, with the number of states in each model increasing at each step. This 


procedure is shown in Figure 10. Each point in this figure is the average result of 5 







iterations. The state topology was chosen as a trade-off between complexity and 


performance. After a few simulations, the optimal topologies were chosen as   


 2 states for the HMM to be trained on worn tool data; 


 7 states for the HMM to be trained on sharp tool data. 
This figure now represents the kind of classification performances that can be achieved 


by an HMM as a function of the number of states contained in the HMM. The 
classification performance can be further explored by investigating the performance with 


these parameters in place. 


 


(Figure 10: The number of states versus the classification performance.) 


 


6.5 Performance 
The data set used for the performance evaluation consisted of two parts: the first half of 
the data set for testing contained data belonging to the “sharp” category and the second 


half the data from the “worn” category. The classification results are shown in the top 


part of Figure 11. One can see that somewhere in the middle, the forward probabilities of 


the two models cross each other. 


 


(Figure 11: (top) Classification probabilities. (bottom) Classes awarded) 
 


If this graph is conditioned so that 1 is awarded if the forward probability of the sharp-


tool HMM is higher than that of the worn-tool HMM and if it is lower, a zero is awarded, 
then the bottom half of Figure 11 is obtained. This gives a clearer picture of the 


classification performance. 


 


If more observation sequences are randomly selected from the two data classes and the 
process of training and testing is repeated with the selected state topologies, the average 


result of the performance can be calculated. In addition one can also see the behavior of 


the classification scheme, as shown in Figure 12. The performance is rather erratic and 


this may be attributed to either the quality of the data set or the limited amount of data. 


 


(Figure 12: The performance behavior of the HMM classification.) 







 


The average classification results after 20 iterations are as follows: 


91.5 % correct classifications of sharp tools 


94.5 % correct classifications of worn tools. 
It is suspected that with more data the erratic behavior shown in Figure 13 would smooth 


out and classification might improve. 
 


6.6  Reduced data set 
In order to test the hypotheses that the classification will be improved with more training 


data, the converse of this statement was proved. The classification procedure described 


above was repeated with a reduced data set that contained only two-thirds of the original 
data. In this data set, the tool wear progressed only two-thirds of the way, compared with 


the original data set. 


 
Once again the optimal state topology was determined, as shown in Figure 13. This figure 


indicates there was far less of a trend between the number of states in the HMM and the 


performance of the HMM.  
 


(Figure 13: The number of states versus the classification performance.) 


 


The optimal number of states was as follows: 


 2 states for the worn-tool HMM 


 8 states for the sharp-tool HMM. 
 
Even with the optimal number of states, the HMM classification fared more poorly than 


the HMM trained with the full set of data. The behavior of the model was more erratic 


and spread over a wider range, indicating that the amount of data is a factor in the 


classification performance of the HMM. After a number of simulations, the average 


performance of the HMMs trained on the reduced data set was 


 65% correct classifications for worn tools; 


 92% correct classifications for sharp tools. 
 







5.1 Bayesian classification 
 


The classification performance with the HMM was also checked against the performance 


of another classification scheme. The simple-to-use and well-known Bayesian classifier 
was chosen for this comparison. This classifier is based on a maximum likelihood 


method. 


 


In this method, a probability density function (PDF) is created for each class. This PDF is 
also created with a training data set assembled in the same manner as for the previous 


method. Classification is then done with a testing data set (which is also partitioned in the 


same manner as before). If Pa x  is the PDF of one class and Pb x  the PDF of the 
second class, then classification can be done in a manner similar to that used for HMMs. 


 


If Pa x  and Pb x  are calculated for any x  of the testing data set, then x  can be 
classified into the class of the set with the highest probability. Figure 14 shows 


histograms of the two classes and their corresponding Gaussian approximations that were 


used for this classification. The Gaussian approximations to the histograms can be used 


as a PDF that describes a class. This is the area of maximum likelihood for each class in 


the discretized space. In Figure 14 the tops of the bins of the histograms were connected 
to form a curve and the whole curve was normalized so that its area would be equal to 


unity. The decision boundary for the maximum likelihood is also shown in Figure 14. 


When the training, testing and classifying of randomly chosen data sets is repeated a few 


times in the same manner as before, Figure 15 is obtained. This figure shows the 


performance behavior of the Bayesian classifier. This classifier has a more stable 


performance. The average classification performance for the Bayesian classifier after 20 


iteration was 
73,7% correct classifications of worn tools; 


96.8% correct classifications of sharp tools.  
 


In the case of a sharp tool this is better than the classification performance of the HMMs 


trained on the full data set, but in the case of worn tools, this is much worse than the 


performance of the HMM trained on the full data set. The classification performance of 







the HMM that had been trained on the reduced data set was comparable to that of the 


Bayesian classifier.  


 


(Figure 14: The histograms describing the different classes.) 
 (Figure 15: The performance behavior of the Bayesian classifier.) 


 
The poor classification results for the HMM using the reduced data set and the Bayesian 


classifier are due to the fact that a clear separation of the classes was not achieved. It is 


obvious that there is a large degree of overlap between the classes shown in the 


histograms in Figure 14. The performance of the Bayesian classifier also depends on the 


approximations of the class distributions. In this case, the assumption made was that the 
classes could be described using a Gaussian distribution. Figure 14 also indicates that a 


better type of distribution would increase the performance of the Bayesian classifier.  


  


The power of the observation sequences that the HMMs use for classification is also 
shown in this comparison. Because more than one sample is used simultaneously in the 


observation sequence, information about the relation of one sample to its consecutive 
partners is also captured and used in the classification. 
 


7. Conclusion 
 
In this study, hidden Markov models were applied to the problem of tool wear 


classification in turning operations. A strain signal was recorded from strain gauges that 


measured the feed force during cutting. Signal features correlating to tool wear were 


extracted and combined by applying a principal component analysis and using the first 


principal component. This method was therefore used as a technique for dimensional 
reduction. Two classes were identified from the machining data. 


 


A discrete, ergodic HMM with a codebook of size 150 was trained for each class. 


Training and testing was done with random observation sequences from the data sets for 
each class. The optimal state topology was determined by means of an exhaustive 


method. The average result of this method was compared to a Bayesian classifier. The 







Bayesian classifier performed better with the classification of sharp tools but performed 


disappointingly badly with the classification of worn tools. The reason for this is the 


overlapping of the histograms (and consequently the theoretical probability density 


functions) of the two classes. The HMMs do not have this problem and their successful 
classification is due to the fact that the HMMs use observation sequences instead of 


single values. This fact illustrates the strength of an HMM’s ability to capture the 
temporal as well as spatial characteristics of a signal. 


 


This study has also shown how features from different sensors may be fused to form a 


robust recognition system using HMMs. The feature extraction and selection process 


from neural network research may be applied to HMMs using the suggested method in 
this article. [9] 
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ABSTRACT 


Calculating the time domain average of a gear vibration signal by direct averaging 


using digital computers requires large amounts of vibration data. This requirement for 


large amounts of gear vibration data makes it difficult to develop online gearbox 


condition monitoring systems that utilisesystems for monitoring gearbox condition, 


that utilize time domain averaging calculated by direct averaging, to enhance 


diagnostic capability. This paperstudy presents a novel approach forto estimating the 


time domain average of a gear vibration signal, using less data than would otherwise 


be used when calculating the time domain averageis calculated by direct averaging. 


Artificial neural networks and support vector machines are used to estimatefor 


estimating the time domain average of a gear vibration signal. Two models are 


presented. Model 1 uses a feed-forward network configuration to map the inputs to 


the outputinput data to the output, using a section of the input data. The inputs are 


rotation synchronisedinput data comprises rotation-synchronized gear vibration 


signals and the output is the time domain average signal. Model 2 is utilisedutilized in 


two stages. In the first stage, a feed-forward network configuration estimates the 


instantaneous average of the gear vibration using a small number of gear rotations. 


The outputsoutput data from the first stage are used as inputs tois used as input into 


the second stage, where a second feed-forward network configuration is used to 


estimatefor estimating the time domain average of the entire vibration signal. When 


Model 1 is used, the results indicate that the amount of gear vibration datathat is 


required to calculate the time domain average is reduced to 25 percent of the amount 


of datathat is required when calculating the time domain average by direct averaging. 


When Model 2 is used, the amount of vibration datathat needs to be stored in the data 
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acquisition system is reduced to less than 20 percent of the vibration data that would 


otherwise be stored when calculating the time domain average by direct averaging. 


Keywords:  Artificial neural networks, Timetime domain averaging, Multi-layermultilayer 


perceptron, Radialradial basis function, Supportsupport vector machines, gear vibration 


signal <<delete if not necessary>> 
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1. INTRODUCTION 


Gears and gearbox systems are vital components in many industrial applications. An 


unexpected failure of a gearbox in a production environment canmay lead to 


unplanned maintenance, which decreasesdecreasing the availability of the production 


plant. Vibration basedplant <<suggest rephrasing: leading to downtime at the 


production plant>>. Vibration-based analysis techniques have been widely used to 


monitorfor monitoring the condition of gearboxes. The underlying premise of 


vibration monitoring is that changes in the mechanical condition result in changes in 


the measured vibration. Vibration spectrum analysis is utilised to analyseutilized to 


analyze structural response measurements since it is difficult to detectmeasurements, 


as the small changes in the structural response relatedthat relate to component 


deterioration are difficult to detect through conventional time domain analysis. The 


interaction of various components in a rotating machine may generate excitation 


forces at frequencies that overlap with the frequencies of the forces generated by the 


other components within the system. Conventional vibration spectrum analysis does 


not attenuate the frequencies produced by other system components, 


whichcomponents of the system, and in many applications these other frequencies 


mask the change in the structural response due toarising from the deterioration of the 


monitored component.  


 


To overcome this problem in gearboxes, time domain averaging is used. To calculate 


the time domain average (TDA) using a digital computer, aTime domain averaging is 
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used to overcome this problem in gearboxes. A rotational signal from a sensor on the 


input shaft or any other suitable location on the gearbox is used.used for calculating 


the time domain average (TDA) using a digital computer. The rotational signal is used 


either to control the sampling of the total vibration signal or to determine 


accuratelydetermine the rotation period of an individual gear and separatesingle out its 


vibration component. When the signal is used to control the sampling of the total 


vibration signal, the vibration and the rotational signals are sampled simultaneously at 


a fixed clockfixed-clock frequency. The period of the monitored gear rotation can be 


estimated from the rotational signal and the transmission gear ratio. Once the period 


of the monitored gear rotation has been obtained, the TDA signal of the rotation of the 


monitored gear is obtained by directly averaging the segments of the total vibration 


that have been cut out consecutively to correspond towith the calculated period [1]. 


When sufficient averages are taken, all the vibration from the gearbox, which is 


asynchronous with the vibration of the gear of interest, is attenuated. The resulting 


time synchronouslytime-synchronously averaged signal indicates the vibration 


produced during one rotation of the monitored gear. The TDA signal can be related to 


the meshing stiffness of the monitored gear. Variations in the meshing stiffness 


indicate wear and orand/or incipient local defectsthat are related to a variation in gear 


teeththe stiffness of gear teeth [1, 2, 3].   


 


The topic of time domain averaging data has been investigated by many researchers. 


DifferentMany researchers have investigated the topic of data from time domain 


averaging, and proposed different models for calculating the TDA have been 


proposed. These models address the diagnostic capability of time domain averaging 


and the inaccuracies that may occur during the time domain averaging process. The 
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models do not address the requirement for large amounts of data when the TDA signal 


is calculated by direct averaging using digital computers. Consequently, this paper 


presents a methodology that reducesfor reducing the amount of vibration datathat is 


required to calculate the TDA of a gear vibration by means of direct averaging. 


Experiments were conducted on a gearbox test rig over the entire life of the gear, 


operating under constant and fluctuating load conditions. TheAlso investigated was 


the use of artificial neural networks (ANNs) and support vector machines (SVMs) in 


the development of a synchronous filter for time domain averaging to reduce the 


amount of gear vibration data required to estimate the TDA was investigated.  


 


As early as 1968, Trimble [2] defined the time domain averaging process as a comb 


filter. Braun [3] in 1975 analysedanalyzed the extraction of periodically repeating 


signals from noise coherent averaging. He consideredregarded the averaging process 


as a filtering process and conducted most of his analysis in the frequency domain. 


Subsequently Braun and Seth [4] proposed techniques for the analysis of repetitive 


mechanism signatures. 


 


McFadden [5] showed that the comb filter model for time domain averaging does not 


correctly describe the extraction of periodic waveforms from additive noise, because 


it assumes a knowledge of the signal over an infinite time andbut the result it produces 


is not exactly periodic. He thenThen he presented a revised model which requires a 


finite number of samples of the signal and producesdoes produce a periodic result. In 


a later publication McFadden [6] presented a higher-order interpolation technique for 


the time domain averaging of gear vibration by digital computers.  
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Hongxing et al. [1] analyseanalyzed why the direct averaging approach is not 


sufficiently effective.effective enough. These authors observed the influence of the 


periodic cutting error on the direct averaging results. They suggested an improved 


algorithm for direct averaging to prevent the influence of periodic cutting error. 


 


Artificial neural networks have been widely applied in the automated detection and 


diagnosis of machine conditions [7]. Traditional neural network approaches have 


limitations on generalisationThe traditional approaches to neural networks allow only 


limited generalization, giving rise to models that can over fit the training data. This? 


<<limited generalisation? over-fitting? training data? Meaning not Thisclear>> is 


caused by the error functionsthat are used in the optimisationoptimization of artificial 


neural networks. The error functions seek to minimiseminimize the difference 


between the target output and the network output, therefore over fittingover-fitting the 


data. In recent years support vector machines, based on statistical learning theory, 


have been increasingly theory have found increasing use.used. The difference 


between artificial neural networks and support vector machines is the approach in 


whichthat each method minimisestakes to minimizing the risk. In support vector 


machines, the structural risk minimisation, which minimises an upper boundis used 


for minimizing an upper limit on the expected risk, whilewhereas in neural networks 


the empirical risk minimisation that minimisesis used for minimizing the error onin 


the training data, is used [7,8,9].  


 


In this work it is envisagedstudy, the aim was to train ANNs and SVMs to estimate 


the time domain average of a large number of rotation synchronisedrotation-


synchronized gear vibration signals, using less data than would otherwise be used 
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whenneeded for calculating the time domain average by direct averaging. The 


artificial neural networks that are used are multi-layerANNs used are multilayer 


perceptron (MLP) networks and radial basis function (RBF) networks.  In neural 


networks, thereduction of the input space is achievedreduced by transforming the 


input data space into a lower dimensional space or by trimming offthe redundant 


features withininside the input space. Transformation of the input space tois 


transformed into a lower dimensional spaceisachieved by using procedures such as 


principal component analysis (PCA) [10]. Engineering judgement and procedures 


such as automatic relevance determination (ARD) [11, 12, 13] are used to prunefor 


pruning the input space. Mdlazi et al. [14] compared the performance of ARD to 


PCA, focusing on the practical implementation issues of the two input-selection 


schemes by using practical vibration examples. In the context of this work,study, the 


interest is in the time domain representation of the gear vibration data and it is 


undesirable to loose any of the underlying dynamics within the input vibration data, 


which couldmight be the case when the input space is pruned or transformed. This 


results inHence the requirement of efficiently mappingthat the input gear vibration 


signal has to be efficiently mapped to the time domain average of the gear vibration 


signal.  


 


Two different filter models are considered. Model 1 uses a feed forwardfeed-forward 


network configuration to map the input space to the target. Model 2 is utilised in two 


stages. In the first stage, it uses a feed forwardhas two stages. The first stage uses a 


feed-forward network configuration to estimate the instantaneous time domain 


average of the gear vibration, after a small number of gear rotations. The output data 


<<note: as input / output are already plural, English does not have outputs or inputs>> 
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from the first stage are used as inputs tois used as the input data into the second stage, 


where a second feed forwardfeed-forward network configuration is used to predictfor 


predicting the time domain average of the entire vibration signal. The results indicate 


that the amount of gear vibration datathat is required to calculate the direct time 


domain average using Model 1 can be reduced to 25 percent of the amount of datathat 


is used when calculating the TDA by direct averaging. The amount of gear vibration 


data that needs to be stored in the data acquisition system when Model 2 is used, can 


be reduced to less than 20 percent of the vibration data that would otherwise have to 


be stored in the data acquisition system when calculating the TDA by direct 


averaging.  


 


Two parameters were selected to verify thatwhether the TDA estimate from the 


models would retain the diagnostic capability of the original time domain averaging 


process. These parameters are the kurtosis for impulses and the peak value for overall 


vibration. A comparison ofThe computational time is also donecompared to determine 


the suitability of the proposed models in real timereal-time analysis. 


 


2. VIBRATION DATA 


The data used in this study was obtained from the accelerated gear life test rig 


developed by Stander and Heyns [15] for their work oncondition monitoring the 


condition of gearboxes under fluctuating load conditions. This experimental set-up 


consists of three Flender Himmel Motor helical gearboxes, driven by a 5.5 kW three-


phase four four-pole WEG squirrel cage electric motor. A 5.5 kVA Mecc alte spa 


three-phase alternator was used for applying the load. The gear test rig was designed 


to conduct accelerated tests of gear lifetests on the Flender E20A gearbox under 
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varying load conditions. Two additional Flender E60A gearboxes were incorporated 


into the design in order to increase the torque applied to the smaller Flender E20A 


gearbox. The rated load of the gears in the Flender E20A gearbox was 20 Nm. The 


Direct Currentdirect current (DC) fields of the alternator were powered by an external 


DC supplyin order to control the loadthat was applied to the gears. Figure 1 illustrates 


the accelerated lifeaccelerated-life gear test rig. 


 


A Hengstler R176T01 1024ED 4A20KF shaft encoder was used, which produced 


1024 pulses per revolution. The reference point for time domain averaging iswas 


measured as a single pulse from the shaft encoder. Acceleration measurements were 


taken in the vertical direction with a 10 V/g PCB integratedPCB-integrated circuit 


piezoelectric industrial accelerometer and a Siglab model 20-42 signal 


analyseranalyzer [15]. Table 1 lists the specifications for the loading conditions that 


were used.used in this study. 


 


(Table[Table 1 should be placed in this vicinity of the final document)document]  


 


3. INPUT FEATURES 


The acceleration signal from the gearbox and the pulse signal from the shaft 


encoderpulse signals were measured from the gearbox and shaft respectively. The 


acceleration signal was sampled at a frequency of 51.2 kHz to ensure a true data 


representation.true representation of the data. The measured acceleration signal was 


low passlow-pass filtered using an eighth order low eighth-order low-pass 


Butterworth filter with a cut-off frequency of 300 Hz. This was done to improve the 


amplitude digitisationdigitization range for the portion of the signal under 
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consideration,consideration: in this case, the fundamental gear mesh frequency at 224 


Hz and its sidebands. The filtered acceleration signal was synchronized with the pulse 


signal from the synchronised with the shaft encoder pulse signal,shaft encoder, using 


consecutive pulses as the start and end of the rotation synchronisedrotation-


synchronized signals. The number of sample points per gear rotation differs because 


the shaft speed was not stationerystationary [16]. The gear rotation signals were 


resampledsampled again at 8192 points so that an equal amountnumber of samples 


arewould be obtained for each shaft rotation. There were 165 gear rotations per test. 


SynchronisingSynchronizing the measured acceleration signal with the shaft encoder 


signal and resampling each signal toagain at 8192 points resulted in an input space of 


165 × 8192 per test. For convenience, an input space of 160 × 8192 was selected.  


 


4. ARTIFICIAL NEURAL NETWORKS AND SUPPORT VECTOR MACHINES 


Artificial neural networks (ANNs) and support vector machines (SVMs) may be 


viewed as parameterisedthe parameterized non-linear mapping of input data to the 


output data.  Learning algorithms are viewed as methods for finding the parameter 


values that look probable in the light of the data. The supervised learning process 


occurstakes place by training the neural networks or support vector machines through 


supervised learning. Supervised learning is the case wherea process in which the input 


data set X and the output data set Y are both known, and neural networks or support 


vector machines are used to approximate the functional mapping between the two data 


sets. In this paper Multi-layerThis study considers the multilayer perceptron (MLP) 


and the radial basis function (RBF) neural networks are considered. 


 


4.1. MULTI-LAYER PECEPTRON 
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 A 2-layertwo-layer MLP architecture was used. This selection was made because of 


the Universalselected because the universal approximation theorem [17], which states 


that a two-layered architecture is adequate for the multi-layer perceptron. The MLP 


provides a distributed representation with respect toof the input space due to cross 


couplingthe cross-coupling between hidden units. The output of a 2-layertwo-layer 


perceptron can be written as follows:expressed as the following equation: 
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where outerf  and innerf  are activation functions, (1)
jiw denotes a weight in the first layer, 


going from input i to hidden unit j, (2)
0kw   is the bias for the hidden unit k and (2)


kjw  


denotes a weight in the second layer. innerf  was selected as hyperbolic tangent 


function “tanh” and outerf was selected as a linear function. The hyperbolic tangent 


function maps the interval [-∞,∞] onto the interval [-1,1] and the linear activation 


function maps the interval [-∞,∞] onto the interval [-∞,∞]. The maximum-likelihood 


approach was used to trainfor training the MLP network. In maximum-likelihood 


training, optimisation methods are usedMaximum-likelihood training uses 


optimization methods to identify a set of parameter values that maximises 


themaximizes ability of the networkthe network’s ability to predict the output 


whenever it is presented with input data, by identifying the weights and biases of 


Equation (1). A cost function, which is a mathematical representation of the overall 


objective of the problem, is chosen in order to use the optimisation technique. In this 


work, theselected so that the optimization technique can be used. The overall 


objective in this study was to identify a set of neural network weights, that map the 







 13


rotation synchronisedweights which would map the rotation-synchronized gear 


vibration signals to the TDA of the gear signal using fewer rotation 


synchronisedsignal, and would use fewer rotation-synchronized gear vibration signals 


than would otherwise be used to calculatecalculating the TDA by direct averaging. 


The sum-of-squares-of-error-and the weight decayaveraging would use. The sum-of-


squares-of-error and the weight-decay regularization were used as a cost function [10, 


18].  The weight decay is a regularizer and it penalisesthat penalizes large weights 


and ensures that the mapping function is smooth, avoiding an over-fitted mapping 


between the inputs and the outputsinput data and the output data [18]. In this work a 


regularisationstudy, a regularization coefficient of 1.5 was foundto be most suitable. 


Before minimisation of theThe cost function is performed, the network architecture 


needs toshould be constructed by choosing the number of hidden units, M, before 


minimizing the cost function.  If M isthe M selected is too small, the neural network 


will not be flexible enough and will give poor generalisation of the data because 


ofgeneralize the data poorly because of a high bias. If Mthe M selected is too large, 


the neural network will be too flexible resulting in poor generalisation due to over-


fitting caused by high varianceand will also generalize the data poorly, but in this case 


because of the over-fitting from a variance that is too high [19]. The weights wi and 


biases in the hidden layers arewere varied using optimisationoptimization methods 


until the cost function is minimised.was minimized.  The Scaled Conjugate Gradient 


(SCG) method was used because of its observed computational efficiency [17, 20]. It 


was determined empirically that a 2-layertwo-layer MLP network with 5five hidden 


units is most suitable forwas best suited to this application. 


 


4.2. RADIAL BASIS FUNCTIONS 
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While theThe MLP network approximates functions by combining hyperbolic tangent 


activation functions, whereas the RBF network approximates functions by a 


combination of radial basis functions (and a usually linear output layer) [21]. The 


RBF neural networks provide a smooth interpolating function for which the number 


of basis functions is determined by the complexity of the mapping to be represented, 


rather than by the data set. The RBF neural network mapping is given by   


    ( ) ( ) 0
1


M


k kj j k
j


y ω φ ω
=


= +∑x x             (2) 


where 0kω are the biases, kjω are the output layer weights, x is the d-dimensional input 


vector and ( )jφ ⋅  is the jth basis function. In this work theThe thin plate-spline basis 


function was used in this study [10]. Thetraining of the radial basis function takes 


placeis trained in two stages. In the first stage the input data set xn alone is used to 


determine the basis function parameters. After the first training stage, the basis 


functions are kept fixed and the second layer of weights are foundis determined in the 


second training phase. Since the basis functions are considered fixed, the network is 


equivalent to a single–layersingle-layer network that can be optimised by 


minimisation ofoptimized by minimizing a suitable error function. The sum-of-sum-


of-square error function is also used to train RBF [18].  The error function is a 


quadratic function of the weights and its minimum can therefore be found in terms of 


the solution of a set of linear equations. For regression the basis function parameters 


are found by treating the basis function centrescenters and widths, along with the 


second-second-layer weights, as adaptive parameters to be determined by the 


minimisation ofminimizing an error function.  In this workstudy it was determined 
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empirically that an RBF network with 5five basis functions is most suitable.was the 


most suitable network. 


 


4.3.  SUPPORT VECTOR MACHINES 


The foundations of SVMs have beenwere developed by Vapnik [9,18] and have 


gained popularity in recent years. The SVM formulation embodies the Structural Risk 


MinimisationMinimization (SRM) principle, which has been shown to be superior to 


the traditional Empirical Risk MinimisationMinimization (ERM) principle employed 


by conventional neural networks [8, 9, 18]. SRM minimises an upper boundminimizes 


an upper limit on the expected risk, as opposed to ERM that minimisesthe ERM that 


minimizes the error on the training data. It is this difference that equips SVMs 


withgives SVMs a greater ability to generalise.generalize. When SVMs are applied to 


regression problems, loss functions are used that include a distance measure are used. 


Possible loss functions are the quadratic loss function, the Laplacian loss function, the 


Huber loss function and the ε-insensitive loss function. [9]. The ε-insensitive loss 


function was selected for this work,study, because unlike the quadratic and Huber cost 


functions, where all the data points will be support vectors, the support vector solution 


can be sparse. The ε-insensitive loss function is defined by 
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In non-linear regression, non-linear mapping is used to map the data to a higher 


dimensional feature space where linear regression is performed. The kernel approach 


is employed to address the curse <<curve? course? curse sounds odd in this context>> 
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of dimensionality. The non-linear support vector regression solution, using the ε-


insensitive loss function, is given by 
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with constraints, 
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Solving Equation (3) with the constraints in Equation (5) determines the Lagrange 


multipliers, * and αα and the regression function is given by 
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Different kernels were investigated for mapping the data to a higher dimensional 


feature space where linear regression iswas performed. The exponential radial basis 


function kernel [10] with an order of 10 was found most suitable for this application.  


 


5. ANN AND SVM MODELS FOR TIME DOMAIN AVERAGING 
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The main aim of this workstudy was to reduce the amount of vibration data that 


needswould have to be collected and stored in data acquisition equipment before 


computing the TDA of a gear vibration signal is computed. This requires the efficient 


mapping of the input space to the output space, using less data than would otherwise 


be used inbe used when calculating direct time domain averaging using a digital 


computer. Figure 2 showsis a flow diagram of the proposed procedure for time 


domain averaging procedure. 


 


Two different models are proposed. Model 1 maps the input space to the target using 


simple feed forwardfeed-forward network configuration. The size of the input space is 


reduced to find the optimal number of input vectors that can be used tocorrectly 


predict the target vector correctly. When the ANNs and SVMs are properly trained, 


Model 1 is capable of mapping the input space to the target, using less data than 


would otherwise be used when calculating the TDA by direct averaging. It was 


determined empirically that 40 rotation synchronisedrotation-synchronized gear 


vibration signals were suitable for predicting the TDA with Model 1.Using 40 rotation 


synchronised gear vibration signals means thatConsequently the amount of datathat is 


required for to calculatecalculating the TDA is reduced to 25 percent when using 40 


rotation-synchronized gear vibration signals, since 160 rotation synchronisedrotation-


synchronized gear vibration signals were used toin calculating the TDA by direct 


averaging. Figure 3 shows a schematic diagram forof Model 1.  


 


Model 2 estimates the TDA of the input space in small sequential steps, analogous to 


taking a running average of the input space. This model consists of a number of feed 


forwardfeed-forward networks similar to the networkthat is used in Model 1. In 
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Model 2,By contrast, instead of using the network to estimate the TDA of the 


wholeentire input data, itModel 2 is used to first used sequentially to estimate the 


average of subsections of the input data. The outputs of the first stage are used as 


inputs tois used as input into the second network that estimates the TDA of the entire 


input data. The feed forwardfeed-forward networks are trained offline to reduce 


computation time. In Model 2, data can be discarded immediately after ituse. has been 


used. This means that the model does not require large amounts of data to be stored 


within the data logger although all the data needs toin the data logger, even though all 


the data should be collected. In this work, 10 rotation synchronisedstudy, 10 rotation-


synchronized gear vibration signals were found most suitable for estimating the 


instantaneous average in the first stage of estimation. This resulted inAs a result, the 


amount of vibration data that needs torequired be stored in the data logger beingwas 


reduced to less than 20 percent of the amount of data that needsrequired to be stored 


in the data logger when calculating the TDA by direct averaging. Figure 4 shows a 


schematic diagram of Model 2.  


6. ESTIMATION RESULTS 


Model 1 and Model 2 were used to estimatefor estimating the TDA of the gear 


vibration signal to make a comparison betweenso that the TDA estimated by the 


proposed models andcould be compared with the TDA calculated by direct averaging. 


The comparison was made inboth the time and the frequency domains, using data 


from tests conducted under constant and varying load conditions. ToFor quantifying 


the accuracy of the TDA estimated by the models, the ‘fit’ parameter ηsim [22] is 


defined by   
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where  e(k) is the simulation accuracy defined by Equation (9) and N is the number of 


data pointsis used.   


          ( ) ( ) ( ).kykyke achieveddesired −=  .                   (9) 


ydesired is the TDA signal calculated by direct averaging and yachieved is the TDA signal 


estimated by the models. The ‘fit’ parameter ηsim is attractive in thatsince it gives a 


single value for each simulation, therefore it can be used to compare the performance 


of the different formulations over the entire life of the gear. A high value offor the 


‘fit’ parameter ηsim implies a bad fit while a smallwhereas a low value implies a good 


fit. ItThrough trial and error it was establishedby trial and error that 40%simη = is a 


suitably is a suitable upper cut-off of thepoint for simulation accuracy.  


 


Two data sets of dimensions 16×160×8192 each,each were used. These data sets were 


taken from 16 tests throughout the life of the gear for constant and varying load 


conditions respectively, were used. Each test data set consisted of 160 rotation 


synchronisedrotation-synchronized gear vibration signals with 8192 sample points. 


For Model 1, the first 40 rotation-rotation synchronisedsynchronized signals from the 


first test were used for training the ANNs and SVMs, giving a training set of 


dimensions 1×40×8192, while the1×40×8192. The rest of the data of dimensions 


15×160×8192 was used as validation data. For Model 2, the whole data set from the 
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first test werewas used for training the ANNs and SVMs, giving a training set of 


dimensions 1×160×8192, while the1×160×8192. The rest of the data of dimensions 


15×160×8192 was used as validation data. To improve onthe computational 


efficiency, the test and validation data sets were resampled to 1024 points per gear 


rotation for estimation with ANNs, resulting in data sets of 1×40×1024 and 


(15×40×1024) respectively. For estimation with SVMs the test and validation data 


sets were resampled to 256 points per gear rotation, resulting in data sets of 1×40×256 


and (15×40×256) respectively.  


 


6.1. ESTIMATION WITH MODEL 1  


Model 1 with MLP, RBF and SVMs was trained with 40 rotations of the 


synchronisedsynchronized gear vibration signals that werehad been used to estimate 


the time domain average, which can be obtained after 160 gear revolutions. The data 


was obtained from the test conducted under constant and varying load conditions. 


Figure 5 shows the estimation results obtained when Model 1 with an MLP network 


was simulated using unseen validation sets of 40 input signals during the running 


inrunning-in stages of gear life. The dotted line is the TDA estimated by Model 1 with 


an MLP network, and the solid line is the TDA calculated by direct averaging. The 


first plot in Figure 5 is the time domain representation of the results, whileresults; the 


second plot is the frequency domain representation. It is observed thatAs can be seen, 


both the time and frequency domain representations of the plots in Figure 5 are almost 


exact fits. This shows that Model 1 with MLP networks retains the time and frequency 


domain properties of the original time domain averaging process when using data 


from the tests conducted under constant loading conditions is used. Similar 


performances were obtained throughout the life of the gear, even though there were 
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significant changes in the vibration signatures as the condition of the monitored gear 


deteriorated. The changes in the vibration signatures were caused bydue to the 


changes in the meshing stiffness caused by cracks in the gear teeth. The good 


performance of  Model 1 under constant loading conditions is due to the mapping and 


generalisationgeneralization capabilities of ANNs and SVMs.  


 


Figure 6 shows the estimation results obtained for Model 1 with an MLP network 


trained and simulated with test data conducted under varying load conditions. It is 


observed that the obtainedcan be seen that these results are not as accurate as the 


results obtained using data from tests conducted under constant loading conditions. 


The poorer performance of Model 1 under varying loading conditions can be 


contributedattributed to the fact that varying load conditions introduce amplitude 


modulation in the measured gear vibration signal. In this case, the load is not 


synchronous with the rotation of the shaft and consequently the amplitude modulation 


is averaged out if a sufficient number of synchronisedsynchronized gear vibration 


signals are used during the TDA calculation. The effect of varying load conditions 


therefore increases the degree of non-linearity between the inputs and the output of 


the ANN.  


 


Similar results were obtained when the TDA was estimated using Model 1 with RBF 


networks and SVMs, under both constant and varying loading conditions. This is 


dueThese similar results can be ascribed to the fact that MLP networks, RBF 


networks and SVMs generalisedgeneralized well to the datathat was used. 
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Figures 7 shows the simulation accuracy ηsim plotted against the gear life for Model 1 


for tests conducted under constant loading conditions. It is observed that the 


performancecan be seen that Model 1 with RBF network and Model 1 with SVMs 


isperformed similarly under the sameunder constant loading conditions. Their 


performance iswas slightly better than the performance of Model 1 with MLP 


networks. The performances of all three formulations are acceptable because ηsim is 


less than the cut-off value for all the formulations.  


 


Figure 8 shows the simulation accuracy ηsim plotted against the gear life for Model 1 


for tests conducted under varying loading conditions. Measurements were taken at 


three different stages of the gear life, the running in stage, the intermediate wear stage 


and the wear outlife: the running-in stage, the intermediate-wear stage and the wear-


out stage. 


 


It is observedcan be seen that for Model 1, SVMs perform best for varying load 


conditions and MLP gives the worst performance. This is because ofperforms worst. 


The reason for the variation in performance is the structural risk 


minimisationminimization used in SVMs, which is said to generalisegeneralize better 


than the empirical risk minimisationminimization used in ANNs [8, 9].   


 


When Model 1 is used, a data reductionthe amount of data is reduced to 25 percent of 


the rotation synchronisedrotation-synchronized gear vibration signals that would 


otherwise be used to calculate the TDA by direct averaging is achieved. It is further 


observedaveraging. It can also be seen that both the time domain and frequency 


domain simulation results are very close fits to the TDA calculated by conventional 
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direct averaging using digital computers throughout gear life. This performance is 


attributed to the good generalisationgeneralization properties of ANNs and SVMs [8; 


10].  


 


6.2 ESTIMATION WITH MODEL 2  


Figure 9 shows the estimation from Model 2 with MLP feed forwardfeed-forward 


networks superimposed on the TDA of the gear vibration signals, calculated using 


direct averaging. This plot indicates that in both the frequency domain and the time 


domain representation, Model 2 with a MLP feed forwardan MLP feed-forward 


network can correctly estimate the TDA for 160 gear rotations over the entire life of 


the gear. This is becauseThe reason is that in Model 2 the network is exposed to the 


entire data set, therefore it trains and simulates more effectively.  


 


Figure 10 shows the results obtained when Model 2 with an MLP network is 


simulated with unseen gear rotations for tests conducted under varying load 


conditions. This plot shows that Model 2 with a MLP feed forward networksan MLP 


feed-forward network can correctly estimate the TDA for 160 gear rotations over the 


entire life of the gear. Similar estimation results were obtained for Model 2 with RBF 


networks and SVMs.  


 


The simulation accuracy ηsim , was also assessed for Model 2. Figures 11 shows the 


simulation accuracy ηsim plotted against the gear life for Model 2 for tests conducted 


under constant loading conditions. It is observed that the performancecan be seen that 


Model 2 with RBF network is the sameperforms similarly under constant loading 


conditions. The performances of all three formulations are acceptable since ηsim is less 







 24


than the selected cut-off value of ηsim = 40 percent. This performance is becauseThese 


performances are acceptable because, when simulating with Model 2, the ANNs and 


SVMs are exposed to the entire data set, thereforethe Model 2 simulates more 


efficiently as opposed tothan Model 1in which sees only a section of the data. 


 


Figures 12 shows the simulation accuracy ηsim plotted against gear life for Model 2 for 


tests conducted under varying load conditions. Measurements were taken at three 


different stages of the gear life, the running in stage, the intermediate wear stage and 


the wear outrunning-in stage, the intermediate-wear stage and the wear-out stage.  


 


For Model 2 theThe performance of the formulation is the same.similar for Model 2. 


The good performance of Model 2 under varying loads iscan be attributed to the fact 


that Model 2 uses the whole data set during simulation as opposed to Model 1 


thatsimulation, whereas Model 1 uses only a section of the data set. This is due to the 


fact thatThe reason is although Model 2 only uses small sections of the inputsinput 


data at a time, it still uses the whole data set for estimation as opposed towhereas 


Model 1that uses only a sectionpart of the data set for simulation. This allows Model 


2 to train and simulate more efficiently since it is exposed to all the underlying 


dynamics within the data set.  


 


7.  ASSESSING THE DIAGNOSTIC CAPABILITY  


In addition to simply considering the goodness of fit of the data, the diagnostic 


capabilities of the TDA estimated by the models was assessed using two parameters. 


The first parameter is the peak value of the vibration Xmax during a given interval T. 


This parameter is used to monitorfor monitoring the overall magnitude of the 
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vibration to distinguish between acceptable and unsatisfactory vibration states. The 


second parameter is the kurtosis, the kurtosis isnamely the fourth statistical moment of 


the vibration signal. The kurtosis of a signal is useful for detecting the presence of an 


impulse withininside the signal [23]. The peak value of the vibration Xmax and the 


kurtosis of the TDA calculated using direct averaging isaveraging, were compared to 


the TDA from Model 1 and Model 2 with all three formulations.  


 


7.1 ASSESSING DIAGNOSTIC CAPABILITY UNDER CONSTANT LOADS 


Figure 13 and Figure 14 are the plots of Xmax and kurtosis calculated from the TDA 


estimated by the developed models, superimposed on the Xmax and kurtosis calculated 


from the TDA calculatedobtained by using direct averaging for constant loading 


conditions throughout gear life for the three formulations.  


 


From Figure 13 and Figure 14 it is observed that for all three formulationsindicate that 


the kurtosis is an exact fit for all three formulations. This implies that the TDA 


predicted by Model 1 can be used to monitor the presence of impulses in the measured 


gear vibration signal. It is also observedcan also be seen that the kurtosis is very high 


during the early stages of gear life. This is characteristic of the running inrunning-in 


stages of the gear life inlife, during which the vibration signature tends to be random 


in nature. A similar trend is observed during the wear outwear-out stage in which 


strong impulses are caused by the reduction in stiffness in a cracked gear tooth or 


broken teeth.  However, only the peak values obtained from Model 1 with MLP and 


SVM are close fits and can be used to monitor the amplitude of the overall vibration. 


TheModel 1 with RBF achieved an unsatisfactory performance of the Model 1 with 


RBF is due to the fact thatbecause the RBF network selected in this simulation was 
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not optimal,optimal; consequently it did not generalisegeneralize well to changes in 


the measured vibration as gear failure progressed. 


 


In Figure 14 it is observedindicates that the peak values obtained using Model 2 are 


close to those calculated using direct averaging for all three formulations. This implies 


that Model 2 can be used to monitorfor monitoring the amplitude of the overall 


vibration. TheModel 2 has a superior performanceof Model 2 on the peak values is 


attributed to the fact thatbecause Model 2 uses the entire gear vibration during 


estimation,estimation; therefore the network is exposed to all the underlying dynamics 


within the measured vibration. 


 


7.2 ASSESSING DIAGNOSTIC CAPABILITY UNDER VARYING LOADS  


The Xmax and the kurtosis values were also calculated from the estimation results 


obtained usingfrom the test data measured under random loading conditions. Figure 


15 and Figure 16 show Xmax and the kurtosis values calculated from the TDA 


estimated by Model 1 and Model 2 respectively for MLP, RBF and SVMs.  


 


The Xmax and kurtosis are only plotted for the running in, intermediate wear and wear 


out stages of the gear life. In Figure 15 it is observedrunning-in, intermediate-wear 


and wear-out stages of gear life. It can be seen from Figure 15 that the kurtosis is not a 


good fit. This implies that Model 1 cannot be used to monitorfor monitoring the 


presence of impulses in the gear vibration under varying load conditions. The peak 


values for obtained by using Model 1 fit well. This implies that the peak values of the 


TDA obtained using Model 1 can be used to monitorfor monitoring the overall 


vibration of the gear signal.  
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Figure 16 shows the results obtained using Model 2 for MLP, RBF and SVMs during 


the running in, intermediate wear and wear outrunning-in, intermediate-wear and 


wear-out stages of gear life. It is observedcan be seen that for Model 2 the kurtosis 


and the peak values are not far offdo not differ widely from those obtained from the 


TDA calculated by direct averaging. This implies that the TDA estimated by Model 2 


can be used to monitorfor monitoring impulses andthe overall gear vibration. Table 2 


and Table 3 present a summary ofsummarize the properties of Model 1 and Model 2 


for the three formulations. 


(Table 2 about here) 


(Table 3 about here) 


 


8.  ESTIMATION TIME 


To put the proposed methods into perspective, a comparison ofthe computation times 


betweenwere compared for the existing time domain averaging method and the 


proposed models was done. Amodels, using a Pentium 4 computer with a 1.60 GHz 


processor was used. The computation times are presentedlisted in Table 4.  


(Table 4 about here) 


It is observed that the required pre-processing time for Model 1 is less than the 


required pre-processing time forclear that Model 1 requires less pre-processing time 


than does the TDA calculated by direct averaging. This is becauseThe reason is that 


Model 1 uses 25 percent of the vibration data as opposed tobut the original TDA 


process, which uses the allprocess uses all of the vibration data. The required pre-


processing time for Model 2 is equal to the pre-processing time for the TDA 


calculated by direct averaging. This isaveraging, because both models use the same 
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amount of vibration data. When Model 1 and Model 2 are used, RBF and MLP give 


the best performance in terms of simulating time and SVMs gives the poorest 


performance. The models are trained off-line therefore the training time does not 


influence the simulating time in a real timereal-time applications. When the models 


are used with MLP and RBF networks, they perform much better in terms of 


simulation time, than the original TDA calculated by direct averaging in terms of 


simulation time. It is however, observed thataveraging. However, when the models 


are used with SVMs, theSVMs their performance is very poor. The poor performance 


inwith SVMs is due to the training problem, whichproblem. This is a quadratic 


optimisationoptimization problem with 2N variables, where N is the number of data 


training points. Therefore it requires longerLonger training times ofare needed 


because more data is used in the training process. This is much slower than the MLP 


and RBF neural networks in which only the weights and biases or the basis 


centrescenters are obtained by minimisingminimizing the error functions.  


 


9. CONCLUSION 


In this paper a new approach usingis presented to the use of artificial neural networks 


and support vector machines to reduce the data that isamount of data required to 


calculate the time domain average of a gear vibration signal is presented. Two models 


are proposed. Model 1 uses feed forwardfeed-forward network architecture to map 


input space to the target. Using Model 1 aA data reduction toof 25 percent was 


achieved by using Model 1. Model 2 operates in two steps. In theThe first stepit uses a 


small section of the input data to predict the instantaneous time domain average of the 


gear vibration. Then the input data canthen be deleted from the memory immediately 


after use. The output of the first step is used as input to a second feed forwardinto a 
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second feed-forward network to predict the time domain average of the entire 


vibration. Model 2 was found to be very effectiveexcellent at predicting the time 


domain average withbut had the disadvantage of requiring more operations to execute. 


Using Model 2 a reduction toWhen using Model 2, less than 20 percent of the data 


that needsneeded to be stored within the data logger at any instance was 


achieved.given time. Furthermore, the suitability of the developed models for 


diagnostic purposes iswas assessed. It is observedwas seen that for measurements 


taken from tests carried out under constant load conditions, the performances of the 


Model 1 and Model 2 arewere similar over the entire life of the gear. For the test data 


from tests carried out under varying load conditions Model 2 performsconditions, 


Model 2 performed better than Model 1 over the entire life of the gear. The superior 


performance of Model 2 is becausecan be attributed to the fact that Model 2 uses the 


whole data set for training and simulation as opposed to Model 1, whichsimulation, 


whereas Model 1 uses only a section of the data set. Using the whole data set during 


training and simulation exposes the formulations in the model to all the transient 


effects within the datain the data, resulting in a more accurate estimate of the time 


domain average. The performance of Model 1 strongly depends on the 


generalisationrelies heavily on the generalization capabilities of the formulation that is 


used. It is also observedused. It can also be seen that the proposed models ingenerally 


general, perform poorerperform more poorly under varying load conditions.  
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TABLE 1  


Load specification 


Load case Load function Frequency  Minimum load  Maximum load  


1 Constant 0 Hz 10.7 Nm 10.7 Nm 


2 Random 2 - 5.12 Hz 7.4 Nm 14.7 Nm 
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TABLE 2 


Summary of properties for Model 1 with MLP, RBF and SVMs 


 Strength Weaknesses Ideal application 


MLP Good generalisation under 


constant load conditions 


Good generalisation under 


varying load conditions 


Depends on training and 


generalisation of selected 


network 


Monitoring of overall vibration and 


impulses in a gear vibration under 


constant load conditions 


Monitoring of peak values under 


varying load conditions  


MLP Good generalization under 


constant load conditions 


Good generalization under 


varying load conditions 


Depends on training and 


generalization of selected 


network 


Monitoring of overall vibration and 


impulses in a gear vibration under 


constant load conditions 


Monitoring of peak values under 


varying load conditions  


RBF Good generalisation under 


constant load conditions 


 


Poor generalisation under 


varying load conditions 


Depends on generalisation 


of selected network 


Monitoring of overall vibration and 


impulses constant loading conditions 


Monitoring of peak values under 


varying load conditions 


RBF Good generalization under 


constant load conditions 


 


Poor generalization under 


varying load conditions 


Depends on generalization 


of selected network 


Monitoring of overall vibration and 


impulses constant loading conditions 


Monitoring of peak values under 


varying load conditions 


SVM Good generalisation under 


constant load conditions 


Good generalisation under 


varying load conditions 


Depends on generalisation 


of  SVM 


Monitoring of overall vibration and 


impulses under constant loading 


conditions 


Monitoring of peak values under 


varying load conditions 
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SVM Good generalization under 


constant load conditions 


Good generalization under 


varying load conditions 


Depends on generalization 


of  SVM 


Monitoring of overall vibration and 


impulses under constant loading 


conditions 


Monitoring of peak values under 


varying load conditions 


 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


TABLE 3 


Summary of properties for Model 2 with MLP, RBF and SVMs 


 Strength Weaknesses Ideal application 


MLP Good generalisation under 


constant load conditions 


Good generalisation under 


varying load conditions 


Looses diagnostic capability 


for overall vibration under 


varying loads 


Depends on generalisation of 


selected network 


Monitoring of overall vibration 


and impulses in under both 


constant and varying load 


conditions 


 


MLP Good generalization under 


constant load conditions 


Good generalization under 


varying load conditions 


Looses diagnostic capability 


for overall vibration under 


varying loads 


Depends on generalization of 


Monitoring of overall vibration 


and impulses under both constant 


and varying load conditions 
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selected network 


RBF Good generalisation under 


constant load conditions 


Good generalisation under 


varying load conditions  


Poor generalisation under 


varying load conditions 


Looses diagnostic capability 


for overall vibration under 


varying loads 


Depends on generalisation of 


selected network 


Monitoring of overall vibration 


and impulses in under both 


constant and varying load 


conditions 


 


RBF Good generalization under 


constant load conditions 


Good generalization under 


varying load conditions  


Poor generalization under 


varying load conditions 


Looses diagnostic capability 


for overall vibration under 


varying loads 


Depends on generalization of 


selected network 


Monitoring of overall vibration 


and impulses under both constant 


and varying load conditions 


 


SVM Good generalisation under 


constant load conditions 


Good generalisation under 


varying load conditions 


Depends on generalisation of  


SVM 


Monitoring of overall vibration 


and impulses in under both 


constant and varying load 


conditions 


 


SVM Good generalization under 


constant load conditions 


Good generalization under 


varying load conditions 


Depends on generalization of  


SVM 


Monitoring of overall vibration 


and impulses under both constant 


and varying load conditions 
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TABLE 4 


Computation time 


 TDA MLP RBF SVM 


Model 1 Pre-processing time [s] 1.011 0.703 0.703 0.703 


Model 1 Training time [s] - 22.24 2.219 497.0 


Model 1 simulating time [s] 0.75 0.016 0.047 5.500 


Model 1 Simulating time [s] 0.75 0.016 0.047 5.500 


Model 2 Pre-processing time [s] 1.011 1.011 1.011 1.011 


Model 2 Training time [s] - 1.14 1.015 963.8 


Model 2 simulating time[s] - 0.08 0.078 83.76 


Model 2 Simulating time[s] - 0.08 0.078 83.76 
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<<INSERT  FIG  1>> 


 


 


Figure 1 Accelerated gear life test rig 
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Figure 2 Flow chart of proposed time domain procedure 
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Figure 3 Schematic diagram of Model 1 
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Figure 4 Schematic diagram of Model 2 
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Figure 5 Model 1 with MLP estimation using data from a test conducted under 


constant loading conditions 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 







 43


 
 
 


 


Figure 6 Model 1 with MLP estimation using data from a test conducted under 


varying loading conditions. 
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Figure 7 Model 1 simulationSimulation accuracy ηsim vs. gear life under constant loading 


conditions 
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Figure 8 Model 1 simulationSimulation accuracy ηsim vs. gear life under varying 
loading conditions 
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Figure 9 Model 2 estimationEstimation results for simulation with a validation set 


measured from a test conducted under constant loading conditions 
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Figure 10 Model 2 estimationEstimation results for simulation with a validation set 


measured from a test conducted under varying load conditions 
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Figure 11 Model 2 simulationSimulation accuracy ηsim vs. gear life under constant 


loading 


conditions 
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Figure 12 Model 2 simulationSimulation accuracy ηsim vs. gear life under varying 


load conditions 
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Figure 13 Comparison of kurtosis and peak values for the TDA calculated by direct 


averaging (+) and the TDA predicted by Model 1 (*) with MLP, RBF and SVMs 
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Figure 14 Comparison of kurtosis and peak values for the TDA calculated by direct averaging 


(+) and the TDA predicted by Model 2 (*) with MLP, RBF and SVMs. 
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Figure 15 Comparison of kurtosis and peak values for the TDA calculated by direct averaging 


(solid line) and the TDA predicted by Model 1 (dotted line) with MLP, RBF and SVMs. 
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Figure 16 Comparison of kurtosis and peak values for the TDA calculated by direct averaging 


(solid line) and the TDA predicted by Model 1 (dotted line) with MLP, RBF and SVMs. 


 


 
 
 
 
 
 
 
 
 








The Task of the Referee 


Alan Jay Smith 


University of California at Berkeley 


here is an endless stream of re- 
search papers submitted to con- T ferences, journals, newsletters, 


anthologies, annuals, trade journals,  
newspapers, and other periodicals. Many 
such publications use impartial, external 
experts to evaluate papers. This approach 
is often called Deer review, and the review- 


Computer researchers 
have a professional 
obligation to referee 


The referee’s task 
Your role as referee is to decide whether 


a paper makes a suficient contribution to 
the field. The contribution can be new and 
interesting research results, a new and in- 
sightful synthesis of existing results, a 
useful survey of or tutorial on a field, or a 
combination of those types. T o  quote a 
referee for this article: 


ers are called referees. Refereeing is a 
public service, one of the professional ob- 
ligations of a computer science and engi- 


the work of others. 
This article tells YOU 


neering professional. Unfortunately, 
referees typically learn to produce referee 
reports without any formal instruction; 
they learn by practice, by feedback from 
editors, by seeing referee reports for their 
own papers, and by reading referee reports 
written by others. 


This article tells you how to evaluate a 
paper, write a referee report, and apply 
common standards and procedures. It is 
intended to replace Forscher’s rules,’ 
which are distributed by some editors but 
do not reflect the procedures used in com- 
puter science and engineering. This article 
focuses on research papers in applied ar- 
eas of computer science and engineering, 
such as systems, architecture, hardware, 
communications, and performance evalu- 
ation, but most of the discussion is gener- 


how to evaluate a 
paper and write a 


report using common 
standards and 
procedures. 


ally applicable: separate sections con- 
sider research proposals and survey and 
tutorial papers. Authors might find this 
material useful for preparing papers for 
publication. Another recent paper dis- 
cusses refereeing in theoretical computer 
science2; there are some differences be- 
tween theory and the applied areas consid- 
ered here. 


Small results which are surprising and 
might spark new research should be pub- 
lished; papers which are mostly repetitions of 
other papers should not; papers which have 
good ideas badly expressed should not be 
published but the authors should be encour- 
aged to rewrite them in a better, more compre- 
hensible fashion. 


Reading a paper as a referee is closer to 
what a teacher or professor does when 
grading a paper than what a scientist or 
engineer does when reading a published 
work. In the latter case, the reader pre- 
sumes that the paper has been checked 
(refereed) and is thus correct, novel, and 
worthwhile. As a referee, on the other 
hand, you must read the paper carefully 
and with an open mind, checking and 
evaluating the material with no presump- 
tion as to its quality or accuracy. The result 
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How to become a referee 
Editors are always looking for quali- local IEEE or ACM groups, IEEE Tech- 


nical Committees, ACM Special Inter- 
est  Groups, and conference-organiz- 
ing committees. Participating in these 
activities will help you meet editors and 
program chairs. Also, editors some- 
times actively solicit referees. 


fied and responsible referees. The 
easiest way to become a referee is to 
write a paper, thus bringing your name 
and expertise to the attention of the 
community. You can also become ac- 
tive in professional activities, such as 


of your reading should be a referee report 
that recommends for or against accepting 
the paper and lists necessary and sug- 
gested changes. 


It is important that you walk the uncer- 
tain line between being too permissive 
(“publish everything”) and being too re- 
strictive (“nothing is good enough to pub- 
lish”). If you are not critical enough. you 
encourage poor research, recognize and 
honor those who don’t deserve it, mislead 
naive and inexperienced readers, mislead 
the author as to what is publishable, en- 
courage disrespect for the field, distort 
commercial development, hiring, promo- 
tion, and tenure decisions, and perhaps 
actually subtract from the general store of 
knowledge; consider the Piltdown man 
fraud, which misled anthropologists for 
years. As has been noted by Thompson‘ 
and others, unrestrained publication bur- 
ies the professional under mounds of pa- 
per, only a very small fraction of which can 
be examined, let alone read. 


If you are too critical, you block or delay 
good research from publication, waste the 
time of authors, damage careers, and per- 
haps leave journals with nothing to publish 
and conferences with nothing to present. It 
is particularly important not to reject new 
and significant work that runs counter to 
the prevailing wisdom or current fashion. 


If you want to be taken seriously as a 
referee, you must have a middle-of-the- 
road view - you must be able to distin- 
guish good from bad work, major from 
minor research, and positive from nega- 
tive contributions to the literature. A refe- 
ree who always says “yes” or always says 
“no” is not helpful. 


The referee report 
A good referee report should have sev- 


eral parts. First, you should briefly state 
your recommendation and the reasons for 


it. Second. you should summarize the 
point of the paper in one to five sentences, 
both for the editor’s use and to ensure that 
you actually understand the paper. Third, 
you should evaluate the validity and sig- 
nificance of the research goal. Fourth. you 
should evaluate the quality of the work 
(methodology. techniques. accuracy. and 
presentation). Finally. you must provide 
an overall recommendation for or against 
publication. If you recommend against 
publication, you should clearly state why. 
You should also make the strength of your 
opinions clear: an equivocal (“maybe”) 
recommendation is acceptable if your rea- 
sons for it are clearly documented. In any 
case, your report must contain enough dis- 
cussion and information to justify your 
recommendation. 


If your recommendation is favorable, 
you must list both necessary and suggested 
changes. If your recommendation is nega- 
tive, but you think the paper can be sal- 
vaged and either submitted elsewhere or 
resubmitted, then you should provide a 
similar (but perhaps less detailed) list. 
Suggestions for alternate places to publish 
are always welcome. 


Refereeing a paper can require consid- 
erable time and effort; don’t waste that ef- 
fort on a detailed critique of a badly flawed 
paper that can never be made publishable. 
Finding one or more fatal and uncor- 
rectable flaws excuses the referee from 
checking all subsequent details. 


Typically, the author receives the text of 
the referee report stripped of all material 
identifying the referee. Thus, while it is 
important to be clear and explicit, your 
report should not be insulting. Don’t refer 
to the author as a “fool” or an “idiot” nor to 
the paper as “trash.” Your review should 
be directed at the paper. not the author. The 
review of a proposal, though, is also a re- 
view of the investigator. In this case, i t  is 
appropriate to evaluate the author’s abili- 
ties as well as the research proposed. In all 


cases. however. the evaluation should be 
objective and fair. The more psychologi- 
cally acceptable the review, the more use- 
fu l  i t  will be. 


Evaluating a research 
Paper 


As a referee, you must evaluate a paper’s 
novelty, significance, correctness. and 
readability. This general set of goals can be 
broken down into a much more specific 
series of questions. 


What i s  the purpose of  the paper? 
What is the problem? Is it clearly stated’? 
Does the author make the important issues 
clear‘? Does the author tell you early in the 
paper what he or she has accomplished’? 
For example, if the paper is a system de- 
scription, has the system been imple- 
mented or is i t  just a design? 


Is the paper appropriate? Does this 
paper have anything to do with computer 
science or engineering‘? If so. is the re- 
search appropriate for this forum’? (Au-  
thors should not submit papers on queueing 
theory to Datamation or market analyses 
of the latest MVS release to the Journal of 
the ACM or the Proceedings of rhe IEEE.) 


Is the goal significant? For that matter, 
is the problem real? Does it contradict any 
physical laws (as do  perpetual motion 
machines) or widely reported measure- 
ments? 


Is there any reason to care about the pa- 
per’s results, assuming they are correct? In 
other words, is the problem or goal major, 
minor, trivial, or nonexistent? Keep in 
mind what the Walrus said? 


‘The time has come,’ 
the Walrus said. 
‘To talk of many things; 
Of shoes ~ and ships - and sealing wax 
Of cabbages - and kings - 
And why the sea is boiling hot - 
And whether pigs have wings.’ 


Is this a careful analysis of how the sea 
became boiling hot or an elegant study of 
the flight characteristics of pigs? Sophis- 
ticated mathematical analyses can be ap- 
plied to models so unrealistic that the ef- 
fort i s  useless and the results of no interest. 


Is the problem obsolete, such as a relia- 
bility study for vacuum tube mainframe 
computers? Is the problem so specific or so 
applied that it has no general applicability 
and does not merit wide publication? 
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Is the problem, goal. or intended result 
new? Has the dcsign been built betore? 


such problems you find. Such errors can be 
a serious problem when an author’s native 


Has the problem been solved before? Is 
this a trivial variation on or extension of 
previous results? Is the author aware of 
related and previous work, both recent and 
old? Does he or she cite that work and give 
specific distinctions between it and the 
current work? If the paper describes an 
implementation, are there any new ideas? 


language is not English. It is not your job, 
however, to rewrite the paper. Unrestrained publication 


buries the professional 


paper, only a very 
Small fraction of which 


can be examined. 


What did you learn? What did you, or 
what should the reader, learn from the pa- 
per? If you didn’t learn anything, or if the 
intended reader won’t learn anything, the 
paper is not publishable. 


under mounds of 


Is the method of approach valid? Is 
there something about the approach that 
invalidates the results? Can you tell what 
the method is, or do you have to ferret it out 
from mathematical formulas? What are 
the assumptions? How realistic are they? 
If they aren’t realistic, does it matter? How 
sensitive are the results to the assump- 
tions? 


Is the approach sufficient for the pur- 
pose? For example, does it matter if the 
author overlooked available data and used 
a random-number-driven simulation with 
unrealistic parameters? “Back of the en- 
velope” calculations are often sufficient. 


If this is a new idea, does the author pres- 
ent enough discussion or analysis? There 
should be neither too much nor too little. 
Published archival papers are tradition- 
ally terse and complete but not cryptic; 
extensive and detailed discussions, along 
with voluminous supporting data, are bet- 
ter published as technical reports. 


Is the actual execution of the research 
correct? Are the mathematics correct? 
One or more referees should check the 
math in detail; you should always tell the 
editor if you didn’t read or check some part 
of the paper. Are the proofs convincing? 
Are the statistics correct? Is the simulation 
methodology described in sufficient de- 
tail to convince you that the results are 
valid? For stochastic simulations, does the 
author give confidence intervals for the 
results? Are the results consistent with the 
assumptions or with observed facts or 
measurements? Have boundary condi- 
tions been checked? Are the results plau- 
sible or even possible? Did the author do 
what he or she claims? For example, did the 
author simulate the original system, a rea- 
sonable model of it, or just the approxi- 
mate mathematical model? 


Are the correct conclusions drawn 
from the results? What are the applica- 
tions or implications of the results? Does 
the author adequately discuss why he or 
she obtained these results? 


Is the presentation satisfactory? Is 
the paper written well enough for you to 
evaluate the technical content? A paper 
that is incomprehensible is not publish- 
able. A paper that requires extensive revi- 
sion is not publishable in its present form 
and might never be. If the paper is readable 
at all, you must evaluate the presentation 
as well as the technical content. (Refer to 
articles such as that by Day5 to learn how to 
write a paper.) 


Does the abstract describe the paper? 
Does the introduction adequately explain 
the problem and the research framework? 
Are the remaining sections clear, and do 
they follow in a logical order? Is there too 
much or too little detail? Are the grammar 
and syntax correct? Are the figures and 
tables well labeled, legible, and meaning- 
ful? Are there too many or too few tables 
and figures? Are explanations poor or  
even nonsensical? Is the author too ver- 
bose or too terse and cryptic? Is the paper 
sufficiently self-contained that someone 
knowledgeable in the field can understand 
it, or does the reader need detailed knowl- 
edge of results published elsewhere? If the 
author refers the reader to other papers for 
crucial details, do you believe him or her? 


If sections of the paper are missing or 
incomplete due to a deadline, do you be- 
lieve they will be filled in as promised? Is 
the paper too colloquial or too formal in 
style? Is the formalism useful or neces- 
sary? Are there many typographical er- 
rors? Is the paper too long? If so, does it 
contain too much material, or has the au- 
thor been too wordy? Could the paper be 
split into two or more papers without los- 
ing coherence? The paper should be long 
enough to present the necessary material 
and no longer. Within reason, let the editor 
or program committee chair worry about 
specific page limits. 


Does the paper contain typographical 
errors or problems in grammar, punctua- 
tion, and wording? You should identify all 


Making 
recommendations 


After comparing the paper to an appro- 
priate standard (not your own standards, 
which may be high or low), to the average 
of the papers that you write, or to the aver- 
age of the papers that you find worth read- 
ing, you should be able to put it into one of 
these categories: 


( I )  Major results; very significant 
(fewer than 1 percent of all papers). 


(2)  Good, solid, interesting work; a 
definite contribution (fewer than 10 
percent). 


(3) Minor, but positive, contribution to 
knowledge (perhaps 10-30 per- 
cent). 


(4) Elegant and technically correct but 
useless. This category includes 
sophisticated analyses of flying 
pigs. 


(5) Neither elegant nor useful, but not 
actually wrong. 


(6) Wrong and misleading. 
(7) So badly written that technical 


evaluation is impossible. 


The next question is: What are the stan- 
dards of this journal or conference? Is this 
the Proceedings of the IEEE, ACM Trans- 
actions on Computer Systems, or the ACM 
Symposium on Operating Systems Prin- 
ciples (all quite selective), or is it the Tahiti 
Conference on Beach Ball and Computer 
Systems (fictional, but a presumed boon- 
doggle)? You should compare the paper 
with the average paper in that specific jour- 
nal or conference, not with the best or 
worst. Of course, in some cases the aver- 
age is too low and needs to be raised by criti- 
cal refereeing. Note that you cannot tell 
how selective a conference or journal is by 
the percentage of papers it accepts; far 
fewer bad papers are submitted to the best 
conferences and journals. 


You should then make a recommenda- 
tion, whether favorable (“publish”) or 
unfavorable (“reject”). Your recommen- 


April 1990 67 







Generally, this will include all papers in 
Categories 1 and 2 above and some in Cate- 
gory 3. The strength of your recommenda- 
tion should be clear to the editor (“wonder- 
ful paper, definitely accept”; “useful pa- 
per, probably accept”; “marginal paper, 


A proposal is a request to a funding 
agency, company, or foundation for finan- 
cial support, supposedly to do the research 
described in the proposal. Reviewing pro- 
posals is quite different from reviewing 
papers, and some special considerations 


The primary difficulty 
with reviewing a proposal 
is that the investigator is 
supposed to tell you what 


see how many better ones have been sub- 
mitted”; or “wrong and misleading, defi- 
nitely reject”). If you feel that the paper has 
something worthwhile to say, but you’re 
not sure it is good enough for this journal or 
conference, you can say “maybe.” You can 
also recommend that a paper be rejected as 
inappropriate for the journal or confer- 
ence. If the paper is inappropriate or mar- 
ginal in quality for the forum but is suitable 
elsewhere, you can suggest other places to 
submit the paper. In any case, you must 
discuss and justify your recommendation. 
A recommendation without sufficient jus- 
tification will carry very little weight. 


If the author is asked to prepare a revised 
version, the revision will usually be sent to 
the same referees for further review. It is 
important to ensure that the revisions are 
satisfactory, but you should avoid com- 
ments inconsistent with your first review. 
You should also avoid harassing the au- 
thor by unnecessarily recommending re- 
vision after revision. It is possible, how- 
ever, that a revised manuscript still con- 
tains serious problems due to things over- 
looked in the first review, problems that 
have only become apparent after revision, 
or new errors introduced in the revision. 
Such problems must be addressed. The 
presence of serious problems after a sec- 
ond revision suggests that the author is 
incapable of fixing the problems, in which 
case it is often appropriate to recommend 
final rejection. 


For a conference, a paper that requires 
substantial revision generally cannot be 
accepted due to the short time available for 
revisions and the difficulty of arranging 
for additional rounds of revisions. For 
journal publication, however, the extent 
of necessary revisions is a separate issue 
from the recommendation for (eventual) 
publication. 


Surveys and tutorials 
Surveys and tutorials differ from re- 


search papers in that most or all of the work 
reported is not new. Such a paper, how- 
ever, might include a variety of minor re- 
search results that would not stand on their 
own in separate papers. 


he or she plans to do. 


Surveys and tutorials are similar but not 
identical. A pure tutorial explains some 
body of material to nonexperts, usually 
novices. It might not cover the entire field, 
and it might have a specific point of view. 
A survey provides broad and thorough 
coverage of some field or body of knowl- 
edge. It can be aimed at readers ranging 
from the novice to the near-expert. 


In reviewing a tutorial, there are spe- 
cific issues to address: Does the paper 
cover the material promised by the title or 
abstract? Is this a reasonable body of 
knowledge to cover in a tutorial? Is the 
scope too wide, too narrow, or too bizarre 
to be useful? Does the paper have a consis- 
tent theme? Is the material correct? Is the 
level of coverage too simple-minded or 
sophisticated, given the likely audience? 
Is the paper well written and clear? This 
last is crucial for tutorials, but journals that 
publish tutorials, such as Computer and 
ACM Computing Surveys, often have edi- 
tors and a professional staff to help with 
revisions. 


For a survey, many of the same ques- 
tions apply. Does the paper cover the ma- 
terial promised by the title or abstract, and 
is this a reasonable body of knowledge to 
survey at one time? Is the material correct, 
and is the author sufficiently expert on the 
subject to interpret results correctly and 
provide perspective on the field? Has the 
author integrated the material in a consis- 
tent manner, or is this just an annotated 
bibliography? Is the author’s coverage 
balanced and thorough? Does he or she cite 
all important relevant literature, or is the 
presentation biased, slanted, or unevenly 
selective? Controversial opinions and 
evaluations should be identified as such. If 
the survey includes new research results, 
do they meet the validity and correctness 
criteria given above for research papers? 
(A survey does not have to stand on its own 
as a research paper, so the research does not 
have to be so significant as to justify publi- 
cation as a research paper.) Finally, is the 
paper well written and clear? 


apply. Reviews of papers address only the 
science; reviews of proposals must also 
consider the investigator. 


The primary difficulty with reviewing a 
proposal is that the investigator is sup- 
posed to tell you what he or she plans to do, 
in addition to what has been done already. 
The questions you must ask, then, are: Is 
the research topic significant? Is the 
method of approach described, and is it 
reasonable? Do the investigators and as- 
sistants appear to have sufficient exper- 
tise to produce useful results? Is the budget 
reasonable given the proposed research, 
the qualifications of the investigators, and 
the typical level of funding provided by the 
agency in question? Are the necessary fa- 
cilities available? 


The easiest way to write a detailed and 
specific proposal is to propose research 
that is already complete or at least substan- 
tially underway; this approach is quite 
common among established researchers. 
Unfortunately, that isn’t the purpose of a 
research proposal, and requiring a high 
level of detail and specificity in the pro- 
posal discriminates against newcomers 
and those who propose new work. Also, a 
proposal might include a larger scope of 
work than can be reasonably accom- 
plished with the time and effort specified. 
This is not a negative factor if the investi- 
gators clearly recognize it and indicate 
that they will choose subtopics, depend- 
ing on their interest and the availability of 
assistants to work on them. 


A major difference between a research 
proposal and a paper is that a proposal is 
speculative, so you must evaluate what is 
likely to result. Therefore, when you 
evaluate a proposal by a well-known in- 
vestigator, a substantial fraction of that 
evaluation should depend on the investi- 
gator’s reputation. People with a consis- 
tent history of good research will probably 
do good work, no matter how sloppy or 
brief their proposal. People with a consis- 
tent history of low-quality research will 
probably continue in the same manner, no 
matter how exciting the proposal, how 
voluminous their research, or how hot the 
topic. However, you must also consider 
the possibility that a well-regarded re- 
searcher may propose poor research or that 
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Guidelines for referees for Computer 
The following are excerpts from Com- 


puter‘s referee guidelines. 


It takes a good deal of time and effort to 
develop a manuscript that is technically 
relevant and readable. A detailed review 
of a manuscript can be an invaluable aid 
to the author@) in improving its overall 
technical quality, utility, and readability. 
Please provide constructive comments 
that will help the author(s) to: 


( 1 ) correct errors and misconcep 
tions; 


(2) state appropriate, accurate, and 
relevant conjectures and results; 


(3) employ better definitions, dia- 
grams, tables, graphs, and ex- 
amples; 


... 


(5) make the article technically con- 


(6) organize the material to help the 
sistent and complete; and, 


reader understand the issues pre- 
sented. 


If major revisions are recommended, 
you should point these out as specifi- 
cally as possible and should differenti- 
ate optional changes from those you 
judge mandatory. If the revisions re- 


quired are extensive, it is perhaps best 
to reject the paper and recommend 
preparation of a new, heavily revised 
manuscript for resubmission to Com- 
puter. If you reject the manuscript mainly 
on the basis of reader interest, please 
suggest a more appropriate journal to 
the author(s). Manuscripts with little or 
no salvageable material should be re- 
jected outright and later submission dis- 
couraged. 


[See Computer Editor-in-Chief Bruce 
Shriver’s message on page 10 for the full 
text of the referee guidelines and the re- 
view form.] 


a researcher noted for poor-quality work 
has decided to do better work. 


It is important that you do not discrimi- 
nate against newcomers who have no repu- 
tation, either good or bad. In this case, you 
must rely much more heavily on the text of 
the proposal and such information as the 
investigator’s PhD institution and disser- 
tation, academic record, host institution, 
and comments by his or her advisor or oth- 
ers. 


Reviewers are asked to comment on the 
proposed budget. Keep in mind that many 
factors affect the size of the budget other 
than the proposed scope of research, such 
as the agency providing the funding and 
the availability of facilities and staff. Also 
note that for a new investigator, there is a 
major difference between no funding and 
minimal funding (two months summer 
salary plus amounts for travel, supplies, 
and computer time). Funding a new inves- 
tigator at a low level is often a good gamble; 
two or three years later the investigator 
will have a track record and, if i t  is a good 
record, higher levels of funding can be jus- 
tified. Such small grants are often called 
“initiation grants” and should be much 
easier to get than regular grants. 


Other issues 


Simultaneous submission, prior pub- 
lication, and unrevised retries. If an au- 
thor submits a paper simultaneously to two 
or more places. he or she must have the 
approval of all editors or program chairs. 


All referees should also be notified. Sub- 
mitting a paper simultaneously without 
notification is unethical and a sufficient 
basis for rejection. There is a good chance 
that a simultaneous submission will be 
detected through the review process. 


If a paper has already been published (in 
conference proceedings, for example) 
and is submitted for republication (per- 
haps in an archival journal), the editor and 
referees must be notified. Some associa- 
tions such as the IEEE and ACM permit 
republication in their journals. but the 
paper generally must meet a higher stan- 
dard than if it had never been published. 
Significant extensions or major revisions 
are often a sufficient reason for republica- 
tion. As a reviewer, you should be alert to 
the author who tries to publish the same 
work in all its various combinations, per- 
mutations, and subsets, and to the author 
who adds the “least publishable unit” of 
new material to each paper. Also note that 
if the first version of the paper was pub- 
lished elsewhere, copyright restrictions 
might require the first publisher’s explicit 
permission to republish the paper. 


You will sometimes receive a paper to 
referee that you have previously recom- 
mended for rejection by some other publi- 
cation. If the paper has not been rewritten 
to comply with your previous review, it is 
appropriate to return a copy of that review 
along with a blunt note suggesting that the 
author comply with referee reports. 


Acknowledgments and plagiarism. 
Authors must not plagiarize, and they 


must fully acknowledge joint work and the 
contributions of others. You should ex- 
plicitly point out any such problems. 


Timely response and return ing a 
paper. You should return your report 
promptly. For a conference. referee re- 
ports must reach the program chair well 
before the program committee meeting so 
that the material can be assembled and pre- 
pared for discussion. Reports received 
after the program committee has met are 
useless. 


Journals do  not generally have firm 
deadlines, but preventing consideration 
of a paper by taking a long time to review it 
is unethical. Computer science journals 
are notorious for long delays between sub- 
mission and publication; the two major 
bottlenecks are the referees and the publi- 
cation queue for the journal itself. Imagine 
if it were your paper. If you can’t read the 
paper in a reasonable amount of time, typi- 
cally four to eight weeks, send it back to the 
editor or at least get the editor’s agreement 
to the delay. Dante probably had a place for 
referees who promise to do reports and 
then don’t do  SO.^ 


Keep in mind that if you expect to have 
your own papers published, you have a 
responsibility to referee a reasonable 
number of papers. It is part of your job as a 
researcher. The option of sending a paper 
back to the editor should not be abused. 
Editors can choose not to handle papers by 
authors who don’t fulfill their refereeing 
responsibilities. 


If you are sent a paper that you are not 
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qualified to referee, you can send it back to 
the editor. However, if the editor has se- 
lected you to provide an “outside” view of 
the field, you should provide a limited opin- 
ion (see the section on the editor’s role). 


If you are going to send a paper back 
without refereeing it, do so immediately. 
Be sure to return the manuscript. 


The author’s reputation. Should the 
authors’ reputations influence the evalu- 
ation of a paper, as opposed to a proposal? 
There is no consensus. In my opinion, you 
should consider the author’s name and 
reputation only with regard to ambigui- 
ties, unclear points, and references to work 
that isn’t presented. If the author is justifia- 
bly well regarded, you can probably as- 
sume that any problems will (and must) be 
corrected on revision. If the author has a 
well-earned bad reputation, you can rea- 
sonably assume that omissions and ambi- 
guities probably represent concealed (de- 
liberately or otherwise) errors. Because 
they usually have insufficient time for 
rereview, conference program commit- 
tees must make assumptions about 
whether problems can and will be cor- 
rected; for journals, assumptions are gen- 
erally not necessary. 


Confidentiality. In computer science 
and engineering, editors generally send 
the verbatim referee reports to the author, 
usually as photocopies without the refe- 
rees’ names, institutional letterheads, etc. 
If you don’t want to be identified, don’t put 
identifying information in the text of your 
report. There is no easy solution to the deli- 
cate problem of asking the author to cite 
your own work without giving him or her a 
hint of who you are. 


Papers submitted for publication are not 
necessarily public. You should neither use 
material from a paper you have refereed 
nor distribute copies of the paper unless 
you know it has been made public, for ex- 
ample, as a technical report. 


Conflicts of interest. You should tell 
the editor of any conflicts of interest. If the 
conflict is severe, you should not referee 
the paper and should return it to the editor. 
For example, if you have a professional 
feud or a significant personal disagree- 
ment with an author, you should send the 
paper back. If you are reviewing a pro- 
posal, and you are competing with the au- 
thor for funding, you should tell the pro- 
gram officer. 


The opposite type of conflict also occurs 
when you are asked to referee a paper writ- 


is important that the referees justify their 
recommendations; their reasons count as 
heavily or more heavily than the recom- 
mendations themselves. 


The editor must also resolve conflicting 
An author who feels 
insulted and ignores 


0 reports and tell the authors to what extent 
they must comply with the referees’ com- 
ments when making changes. A wise edi- 


referee reports wastes an 
invaluable reSOUrce and - -  


the referees’ time. tor will also transmit copies of all referee 
reports to all referees, both to educate the 
referees and to be fair to the author in case 
of conflicting reviews. 


ten by a friend, colleague, former or cur- 
rent student, supervisor, subordinate, or 
former advisor. If you feel you cannot pro- 
vide an objective review, you should re- 
turn the paper. 


The editor’s role. The editor has sev- 
eral tasks.’ (“Editor” in this section refers 
to both the editor-in-chief, who typically 
decides whether to accept a paper, and the 
associate editors, who solicit the referee 
reports and recommend to the editor-in- 
chief whether to publish.) The editor re- 
ceives the paper from and maintains corre- 
spondence with the author, selects the 
referees, sends them copies of the paper 
with suitable instructions, and awaits their 
results. He or she should check up on tardy 
referees and should find new referees if no 
response has been received after a certain 
period. 


The editor should select referees who 
are knowledgeable in the subject and can 
be relied on to provide a fair and objective 
evaluation. Unfortunately, this is not al- 
ways possible; there are too many papers 
to be reviewed and too few people who are 
sufficiently expert and responsible. 


There is also another problem: people 
who work in areaX tend to believe that area 
X is inherently worthwhile. Referees who 
work in area X will usually evaluate papers 
in area X by the standards of area X; they 
will seldom, if ever, say that work in area X 
is pointless and should be discontinued. 
This is why an editor who wants to debunk 
a paper on alchemy sends the paper to a 
chemist, not an alchemist. Someone has to 
say the emperor has no clothes. 


After receiving a sufficient number of 
referee reports, typically three, the editor 
must read them and decide whether to ac- 
cept the paper and what revisions are re- 
quired. The editor does not simply count 
the referees’ recommendations as votes. 
In theory, he or she can overrule the unani- 
mous recommendation of the referees; in 
practice, the editor can and sometimes 
does side with a minority of the referees. It 


The program chair’s role. For a con- 
ference, the program chair selects referees 
and collects and tallies their reports. Typi- 
cally, the program committee will decide 
which papers to accept by majority vote. 
The chair may or may not have a larger vote 
than the others, but he or she seldom has the 
authority to overrule a majority of the 
committee. Because they handle a large 
number of papers in a very short time, pro- 
gram committees usually do not give refe- 
rees and authors the personal attention 
provided by editors who handle only a few 
papers per month. The committees often 
use numerical scores to prepare ranked 
lists of papers; such scores should be as- 
signed carefully and viewed skeptically 
by the committee. 


When you are the 
author 


This article has been directed at poten- 
tial referees, but instructions to referees 
are also instructions to authors. When 
starting research, writing a paper, finish- 
ing the paper, and deciding where to sub- 
mit it, ask yourself How will this paper 
stand up when refereed according to the 
criteria given here? 


You should also consider if you’re sub- 
mitting your paper to the right place. Some 
journals and conferences will not consider 
material outside a specific scope; why 
waste three months to a year to find out your 
paper wasn’t appropriate? Likewise, if 
you know your paper is minor, why send it 
to a highly selective forum? Send it where 
it has a reasonable chance of being ac- 
cepted. If you suspect that further work 
will be needed before publication, do the 
work before submitting the paper; it may 
turn an unpublishable paper into a publish- 
able one, without the delay. You can an- 
swer many of these questions by looking at 
an issue of the publication. You should 
also look at the information the journal 
sends to prospective authors.’. 
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Keep in mind that a good referee report 
is immensely valuable, even if i t  tears your 
paper apart. Remember, each report was 
prepared without charge by someone 
whose time you could not buy. All the er- 
rors found are things you can correct be- 
fore publication. All the mistaken inter- 
pretations could have been made by the 
final readers. Appreciate referee reports. 
and make use of them. An author who feels 
insulted and ignores referee reports 
wastes an invaluable resource and the refe- 
rees’ time. 


Some authors suspect that a negative 
referee report indicates that the editor, 
program committee. program chair. and 
referees are incompetent. biased, or other- 
wise unfair. While this is sometimes the 
case. it is the exception. There is seldom a 
single correct evaluation of a paper. and 
equally skilled and unbiased readers will 
differ. However. a set of negative referee 
reports is an accurate indication that your 
paper should be rewritten or reworked 
before resubmission or discarded as un- 
publishable or embarrassing. A reader 
forms an opinion of you based on your 
paper: if your paper‘s quality would re- 
flect badly on you, you should not even 
submit i t  for publication. 


Authors should note that Day,? Levin 
and Redell,“’ Manola,’ ’ and Wegman” 
discuss how to write technical papers. 
Refereeing is also a good way to learn to 
write better papers; evaluating the work of 
others will give you insight into your own. 


cientific progress relies heavily on 
the peer review process - the 
evaluation of research for publica- 


tion and funding by researchers qualified 
to evaluate the work. Referee reports are 
essential to that process. The referee’s task 
is necessarily a matter of opinion; as a refe- 
ree gains experience, the quality of the 
e v a l u a t i o n  should improve. The guide- 
lines and instructions presented here 
should be particularly useful in training 
and instructing novice referees. 
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SPECIAL ARTICLE


How to reply to referees’ comments when
submitting manuscripts for publication


Hywel C. Williams, PhD
Nottingham, United Kingdom


Background: The publication of articles in peer-reviewed scientific journals is a fairly complex and step-
wise process that involves responding to referees’ comments. Little guidance is available in the biomedical
literature on how to deal with such comments.


Objective: The objective of this article is to provide guidance to novice writers on dealing with peer
review comments in a way that maximizes the chance of subsequent acceptance.


Methods: This will be a literature review and review of the author’s experience as a writer and referee.


Results: Where possible, the author should consider revising and resubmitting rather than sending an
article elsewhere. A structured layout for responding to referees’ comments is suggested that includes the 3
golden rules: (1) respond completely; (2) respond politely; and (3) respond with evidence.


Conclusion: Responding to referees’ comments requires the writer to overcome any feelings of personal
attack, and to instead concentrate on addressing referees’ concerns in a courteous, objective, and evidence-
based way. (J Am Acad Dermatol 2004;51:79-83.)

P
lenty of guidance is available on conducting
good research,1,2 and Web sites of most scien-
tific journals give clear and helpful instructions


on what is suitable for submission and how to
submit. Yet where does one obtain guidance on
replying to referees’ (peer reviewer) comments once
the manuscript is returned? I could find little in the
literature dealing with this important topic.3-7


This article attempts to address this gap by pro-
viding some helpful tips on how to reply to referees’
comments. In the absence of any systematic research
to determine which strategies are best in terms of
acceptance rates, the tips suggested below are based
simply on my personal experience of publishing
approximately 200 articles, refereeing more than 500
manuscripts, and working as an editor for 3 derma-
tology journals. I have presented some aspects of the
work previously in two workshops with groups of
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British Specialist Registrars in dermatology, and I am
grateful to them for helping me to develop the
learning themes.


I have deliberately not entered into any dis-
cussions on the quality of peer review8 or the value
of peer review in publication because it is still hotly
debated if peer review really helps to discriminate
between good and bad research or whether it simply
improves the readability and quality of accepted
articles.9 Instead, I have decided to stick to providing
what I hope is helpful and practical guidance within
the system that already exists.


THAT LETTER ARRIVES FROM THE
JOURNAL


After laboring for many months or years on your
research project and having written many manu-
script drafts to send off your final journal submission,
a letter or electronic-mail message from the journal
arrives several weeks later indicating whether the
journal editor is interested in your manuscript. At this
stage, it is every author’s hope that the manuscript is
accepted with no changes, yet such an experience
is incredibly rareeit has happened to me only twice,
and these were both commissioned reviews. More
commonly, one of the following scenarios ensues.
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Accept with minor revision
If you are lucky, the letter will ask for only minor


revisions. In such circumstances, it is probably best to
simply get on with these changes without invoking
too much argument. If you send the revised manu-
script back to the editor quickly, it is still likely to be
fresh in his or her mind, and you will probably get
a speedy acceptance.


Major revisions needed
The most common form of letter is one that lists 2


or 3 sets of referees’ comments, some of which are
quite major. In such circumstances, you will need to
work hard at reading and replying to each referee in
turn, following the layout and 3 golden rules (Table
1) that I will develop later in this article. Such
a process can take days to complete, so do not
underestimate the task. Only you can decidewhether
such an investment of time is worthwhile. My advice
is always to revise and resubmit to the same journal if
the comments are fair, even if responding to them
takes a lot of time. Some authors go weak at the
knees when requested to do a major revision, and
instead simply send the manuscript elsewhere. This
is understandable, but the authors should still try and
make improvements to the manuscript in light of the
referees’ comments. Authors should also be aware
that in certain fields of research, their work is likely to
end up with the same referee when they send their
manuscript to another major specialty journal. It will
not go downwell with that referee if they see that the
authors have completely ignored the referees’ pre-
vious comments. So, generally speaking, my advice
is to put in the time needed to make a better
manuscript based on the referees’ comments, and
resubmit along the lines suggested. If you do submit
to another journal, you should consider showing the
latest journal the previous referees’ comments and
how you have improved the article in response to
such commentsesome journal editors feel positively
about such honesty (J. D. Bernhard, MD, written
communication, November 2003).


Journal requests a complete rewrite
Only you can decide if the effort of a complete


rewrite is worth it. If it is clear that the referees and
editor are interested in your manuscript and they are
doing everything they can to make detailed and


Table I. Three golden rules of responding to refer-
ees’ comments


Rule 1. Answer completely
Rule 2. Answer politely
Rule 3. Answer with evidence

YMJD1792_proof � 9 J

constructive suggestions to help you get the manu-
script published, it might be a safer bet to follow their
wishes of a complete rewrite. It might be difficult for
the editor to then turn you down if you have done
exactly what was asked of you. If, on the other hand,
the request for a complete rewrite is a cold one, ie,
without suggestions as to exactly what needs to be
done and where, then it might be better to reflect on
the other comments and submit elsewhere.


Referees may recommend splitting a manuscript if
it is part of a large study that tries to cram in too many
different results. Such a request from one of the
referees may appear like a gift to the authoretwo for
the price of one. But a word of warningeif you are
going to redraft the original manuscript into two
related manuscripts, there is no guarantee that both
will be accepted. The best thing under such
circumstances is to have a dialogue with your editor
to test how receptive they would be to having the
manuscript split into two.


Unsure as to rejection or possible
resubmission


The wording of some journal response letters can
be difficult to interpret. For example, phrases such as
‘‘we cannot accept your manuscript in its current
form, but if you do decide to resubmit, then we
would only consider a substantial revision,’’ may
sound like a rejection, yet in reality, it may indicate an
opportunity to resubmit. If you are unsure on how to
read between the lines, ask an experienced col-
league or, better still, someone who works as a ref-
eree for that journal. Failing that, you could simply
just write back to the editor to ask for clarification.
Sometimes, a journal will ask you to resubmit your
article in letter format rather than as an original
manuscript. You then have to decide if the effort
versus reward for resubmission elsewhere is worth it,
or if you are content to accept the bird in the hand
principle and resubmit your original manuscript as
a letter.


The outright rejection
Usually this type of letter is quite short, with very


little in the way of allowing you an opportunity to
resubmit. Outright rejection may be a result of the
manuscript being unsuitable for the journal or be-
cause of ‘‘lethal’’ methodologic concerns raised by
the referees that are nonsalvageable. For example,
doing a crossover clinical trial on lentigo maligna
with an intervention such as operation that has a per-
manent effect on patient outcomes in the first phase
of the crossover study. Sometimes the editors, who
are always pushed for publication space, simply did
not find your article interesting, novel, or important
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enough to warrant inclusion. You will just have to
live with that and submit elsewhere.


Dealing with outright rejection of your precious
sweat and toil may not be easy, especially if the
journal has taken ages to get back to you. You have
two main choices at this stage. If you believe that the
referees’ comments are grossly unfair or just plain
wrong, you can write to the editor to appeal the
decision and ask for new referees. The success of
such appeals depends on how confident you are that
their decision was out of order and whether the real
decision for rejection was indeed based on those
comments transferred to you. Appeals such as this
are rarely successfuleI have done it twice with the
BMJ, and failed both times.


The other (better) option is to stop snivelling, pick
yourself up, and resubmit elsewhere. If you do this, it
is important that you read and objectively assess the
referees’ comments from the journal that has turned
down your manuscript. This is for two reasons: (1)
those comments may improve the article; and (2) as
stated earlier, your manuscript may end up with the
same referee even if you send it to another journal. If
you are really convinced that your manuscript is
earth-shattering, then you should not automatically
resubmit to a journal that might offer easier accep-
tance. It has been my experience that sometimes
a manuscript that was rejected by a medium-ranking
dermatology journal is subsequently accepted by
a higher-ranking oneesuch is the unpredictability of
peer review and journal editor preferences.9


THE 3 GOLDEN RULES OF STRUCTURING
YOUR RESPONSE LETTER
Rule 1: Answer completely


It important that all of the referees’ comments are
responded to in sequence, however irritating or
vague they may appear to you. Number them, and
repeat them in your cover letter using the headings
such as ‘‘Reviewer 1,’’ then ‘‘Comment 1,’’ followed
by ‘‘Response.’’ What you are doing here is making
the editor’s and referees’ jobs easy for themethey
will not have to search and cross-reference a lot of
scripts to discover what you have doneeit will all be
there in one clean document.


Typing out or paraphrasing the referees com-
ments as a means of itemizing the points also
achieves two other things: (1) it forces you to listen
to what the referees actually said, rather than what
you thought theymight have said when you first read
their comments; and (2) it helps you to understand
how many separate points are being made by the
referee. Quite often, youwill just receive a paragraph
with several comments mixed together. In such
a situation, you can split the paragraph into 2 or 3

YMJD1792_proof � 9 J

separate comments (eg, comment 1.1, 1.2, 1.3), then
answer them in turn. Even if some of the comments
are just compliments, repeat these in your cover
letter followed by a phrase such as ‘‘we thank the
referee for these comments.’’


Rule 2: Answer politely
Remember that nearly all referees have spent at


least an hour of their personal time in refereeing your
manuscript without being paid for it. If you (as a lead
author) receive a huge list of comments, it usually
means that the referee is trying very hard to help you
improve the manuscript to get it accepted. Rejection
statements are usually short, and do not allow you an
open door to resubmit.


It is quite all right to disagree with referees when
replying, but do it in a way that makes your referees
feel valued. Avoid pompous or arrogant remarks.
Although it is only human nature to feel slightly
offended when someone else dares to criticize your
precious work, this must not come across in your
reply. Your reply should be scientific and systematic.
Get someone else to read your responses before
sending them off.


Try to avoid opening phrases such as ‘‘we totally
disagree’’ or ‘‘the referee obviously does not know
this field.’’ Instead, try to identify some common
ground and use phrases starting with words such as
‘‘we agree with the referee, however. . ..’’ A list of
helpful phrases that I have developed over the years
is given in Table 2 for guidance.


Rule 3: Answer with evidence
If you disagree with the referee’s comments, don’t


just say, ‘‘we disagree,’’ and move on. Say why you
disagree with a coherent argument or, better still,
back it up with some facts supported by references
that you can cite in your reply. Sometimes those extra


Table II. Some useful phrases to begin your replies
to critical comments


We agree with the referee that ___, but. . .
The referee is right to point out ___, yet. . .
In accordance with the referees’ wishes, we have now
changed this sentence to___.


Although we agree with the referee that. . .
It is true that___, but. . .
We acknowledge that our manuscript might have
been ___, but. . .


We, too, were disappointed by the low response rate.
We agree that this is an important area that requires
further research.


We support the referee’s assertion that ___, although. . .
With all due respect to the reviewer, we believe that this
point is not correct.
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references are just to back the point youmake in your
cover letter, but occasionally you may add them to
the revised article. Some kind referees go to the
trouble of suggesting missed references or how you
might reword important areas of your document. If
providing the references or rewording makes sense
to you, just go ahead and incorporate them. It is quite
legitimate to use the referee’s comments to add some
extra text and data if their comments require it,
although if this amounts to more than a page, you
would be wise to suggest it as an option to the editor.
Another option is to suggest that the extensive
additions would be better placed in another sub-
sequent article.


Sometimes, if there are no clear published data to
strongly support your methodologic approaches,
you can discuss this with an expert in the field. If
he or she agrees with your approach, then you can
say so in your reply. For example, ‘‘although other
approaches have been used in the past, we have
discussed this statistical methods with Professor So-
and-So who agrees that it was the appropriate
analysis.’’


TIPS ON DEALING WITH OTHER
SCENARIOS
Referees with conflicting viewpoints


At first, this scenario might appear very difficult to
the novice, yet it should be viewed as a gift. You, the
author, have the choice of which viewpoint you
agree with the most (or better still, the one that is
right). Then it is simply a question of playing one
referee against the other in your reply. You can
always appeal to the editor by asking him or her to
make the final decision, but give them your preferred
option with reasons.


The referee is wrong
Referees are not gods, but human beings who


make mistakes. Sometimes they do not read your
manuscript properly, and instead go on at length
about their hobbyhorse whereas, in fact, you have
dealt with their concerns elsewhere in the manu-
script. Try to resist the temptation of rubbing their
nose in it with lofty sarcastic phrases such as ‘‘if the
referee had bothered to read our manuscript.’’
Instead, say something like ‘‘we agree that this is an
important point and we have already addressed it on
page A, paragraph B, line C.’’


Sometimes the referee is just plain wrong about
something. If so, it is silly to agree with the referee,
and you are entitled to a good argument. If you are
confident that you are right, then simply argue back
with facts that can be referencedethe editor can then
adjudicate who has the best evidence on their side.
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The referee is just plain rude
Anyone who has done clinical research will re-


alize just how difficult it can be, and there is no place
for rudeness from referees. I find it sad that senior
academics can sometimes forget their humble be-
ginnings when they referee other’s work. Nearly all
journals provide clear guidance to their referees to
avoid remarks that they would find hurtful if applied
to their own work, yet some ignore such advice and
delight in rude or sarcastic comments, possibly
because of envy or insecurity. In such circumstances,
all you need to do is complain to the editor and ask
for another nonhostile review.


The dreaded request to reduce the
manuscript by 30%


Such a request typically comes from the editor
who is pushed for space in his or her journal. I have
to confess that, for me, this is the comment that I
dread most of all because it is often accompanied by
3 referees’ comments, the response to which usually
involves making the article longer than the original
submission. A general reduction in text by 30%
basically requires a total rewrite (which is slow and
painful). It is usually easier to make a brave decision
to drop an entire section that adds little to the
manuscript. Ask a colleague who is not involved in
the manuscript to take out their editing knife and
suggest nonessential areas that can go—even though
the process of losing your precious words may seem
very painful to you. Discussion sections are usually
the best place to look for radical excisions of entire
paragraphs. Background sections should be just one
to two paragraphs long—just long enough to say
why the study was done, rather than an exhaustive
review of all previous literature. Please do not skimp
on the methods section unless you are referring to a
technique that can be put on a Web site or refer-
enced.


CONCLUSION
Referees are human beings. The secret of a suc-


cessful resubmission is to make your referees feel
valued without compromising your own standards.
Make your referees’ and editor’s life easy by pres-
enting them with a clear numbered and structured
response letter. Provided you have made a good
attempt at answering all of the referees’ comments in
a reasonable way by following the 3 golden rules,
many referees and editors are tooweak at the stage of
resubmission to open another round of arguments
and resubmission. Inmy experience, I spend up to 90
minutes on the initial refereeing of a manuscript, but
only around 20minutes on a resubmission. However,
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if you miss some comments completely or your
manuscript changes do not correspond with what
you say you have done in your cover letter, this will
entice your referee to spend hours going through
your manuscript with a fine-tooth comb. If he/she
finds lots of little errors, this leads to a possible
deserved rejection.


Like a good marriage, resubmitting your manu-
script in light of your referees’ comments is a process
of give and take.


The author wishes to thank Dr Jeffrey Bernhard for his
constructive comments and for references 5 to 7.
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